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Photogallery

The Twelfth Heat Transfer Photogallery was sponsored by the K-22 Heat Transfer Visualization Committee for the 2007 International
echanical Engineering Congress and Exhibition �IMECE� held in Seattle, Washington on November 11–16, 2007. The peer-reviewed

valuation process for the presented entries identified the seven entries from 2007 IMECE and two additional entries from 2007 ASME
ummer Heat Transfer Conference, held in Vancouver, Canada, for publication in the ASME Journal of Heat Transfer August issue of
008.

The purpose of publishing these entries is to draw attention to the innovative features of optical diagnostic techniques and aesthetic
ualities of thermal processes. To focus on visualization images and schematics, the text is kept to a minimum and further details should
e found directly from the authors. My wish is that the journal readers enjoy viewing these collections, acquire knowledge of the
tate-of-the-art features, and also promote their participation in the 2008-IMECE Photogallery �http://www.asmeconferences.org/
ongress08�.

The Call for Photogallery for 2008-IMECE is also announced in this issue of Journal of Heat Transfer.

Kenneth D. Kihm
Department of Mechanical, Aerospace

and Biomedical Engineering,
University of Tennessee,
Knoxville, TN 37996-2210
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Timothy P. Ferguson
Southern Research Institute,

757 Tom Martin Drive,
Birmingham, AL 35211

A Multiscale Model of Thermal
Contact Resistance Between
Rough Surfaces
A new multiscale model of thermal contact resistance (TCR) between real rough surfaces
is presented, which builds on Archard’s multiscale description of surface roughness. The
objective of this work is to construct the new model and use it to evaluate the effects of
scale dependent surface features and properties on TCR. The model includes many de-
tails affecting TCR and is also fairly easy to implement. Multiscale fractal based models
often oversimplify the contact mechanics by assuming that the surfaces are self-affine, the
contact area is simply a geometrical truncation of the surfaces, and the pressure is a
constant value independent of geometry and material properties. Concern has grown
over the effectiveness of frequently used statistical rough surface contact models due to
the inadequacies in capturing the true multiscale nature of surfaces (i.e., surfaces have
multiple scales of surface features). The model developed in this paper incorporates
several variables, including scale dependent yield strength and scale dependent spread-
ing resistance to develop a new model that can be used to evaluate TCR. The results
suggest that scale dependent mechanical properties are more influential than scale de-
pendent thermal properties. When compared to an existing TCR model, this very inclusive
model shows the same qualitative trend. Results also show the significance of capturing
multiscale roughness when addressing the thermal contact resistance problem.
�DOI: 10.1115/1.2927403�

Keywords: contact resistance, heat transfer, nanoscale, roughness, surface
ntroduction
Economically improving heat conduction from microelectro
echanical systems �MEMS� and microelectronics is a growing

ssue in the industry since the size of electronic devices continues
o decrease. The decrease in the size of electronic devices reduces
he available surface area for heat dissipation, leading to large
ncreases in heat flux. This can yield increases in operating tem-
eratures that exceed design criteria. Thus, the thermal contact
esistance �TCR� between these devices and a heat sink is very
mportant, as it limits the rate at which heat can be dissipated. It is
ell known that the roughness between contacting surfaces can

educe the real area of contact and thus bottleneck the heat flow,
hich is seen as an increase in the TCR �see Fig. 1�.
Although there has been a large amount of work investigating

CR �1–4�, there are some severe problems with the current meth-
ds used to predict it. Lambert and Fletcher �1� summarized the
urrently used theoretical and empirical thermal contact resistance
odels as “these do not agree with most results for an arbitrarily

onflat, rough surface, those usually obtained from common
anufacturing processes. Empirical and semiempirical correla-

ions, although many are developed for nonflat, rough surfaces,
lso suffer from limited applicability.”

In addition, these dated theoretical models make use of contact
echanics techniques which have since been proven to have sig-

ificant pitfalls. For instance, the very popular Greenwood and
illiamson �GW� �5� statistical model has been shown to produce

esults which are dependent on the resolution of the surface pro-
ling device �6–8�. Mikic also developed this methodology fur-

her by including the effects of repeated contact and surface de-

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received January 17, 2007; final manuscript re-
eived February 13, 2008; published online May 30, 2008. Review conducted by
ogendra Joshi. Paper presented at the 2006 ASME International Mechanical Engi-

eering Congress �IMECE2006�, Chicago, IL, November 5–10, 2006.

ournal of Heat Transfer Copyright © 20
formation �9� �it should be noted that the effect of repeated contact
is not included in the current model�. Later, Greenwood and Wu
�10� stated that the GW model assumption “that ‘peaks’ on a sur-
face profile—points higher than their immediate neighbors at the
sampling interval used correspond to asperities is quite wrong,
and gives a false idea of both the number and the radius of cur-
vature of the asperities. Instead we need to return to the earlier
Archard concept that roughness consists of ‘protuberances on pro-
tuberances on protuberances’ �11�.” In addition, most other mod-
els which attempt to correct this issue by using fractal mathemat-
ics �12–19� assume that a surface can be characterized as self-
affine, or follow a given structure for each scale of roughness,
when in reality no real surface is truly self-affine. Sometimes the
contact mechanics are also oversimplified so that fractal math-
ematics can be applied in a practical manner �20�. However, Wang
et al. �21� have refined the fractal model to correct some of these
concerns. Many of these previous models also use a fundamen-
tally unsound assumption that when the surfaces deform plasti-
cally, the pressure is defined by a constant material “hardness.”
Several researchers have shown that this hardness varies with
scale, with the deformed geometry, and with other material prop-
erties �8,22–28�, and is thus incorrectly employed in the previous
models. For these reasons, several researchers have recently de-
veloped new multiscale contact models �29–33� to alleviate these
problems, although they are still being refined. The work by Li et
al. �8� even examined the dependence of the statistical parameters
necessary for the GW model to predict TCR and also the scale
dependence of the microhardness. The objective of this work is to
construct a new inclusive multiscale model and use it to evaluate
the effect of scale dependent surface features and properties on
TCR.

The current work will consider other important factors that
have been neglected in the past, including the scale effects on
mechanical �25,28,34–38� and thermal material properties
�39–45�. It should be noted that this work does neglect the effect

of gas conduction that can occur between the surfaces. There is a

AUGUST 2008, Vol. 130 / 081301-108 by ASME
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eed to resolve these issues and to derive a fundamentally sound
odel of thermal contact resistance between multiscale rough sur-

aces. This work develops the new multiscale theory for the ther-
al contact resistance between rough surfaces and compares it to

he existing model by Yovanovich et al. �4�.

Existing Models. Following Song and Yovanovich �4,46�, a
implified dimensional correlation of the analytical solution for
he contact conductance is usually represented as

hc =
1

R
= 1.25k

m

�
� P

Hm
�0.95

�1�

here

k =
2k1k2

k1 + k2
�2�

s the harmonic mean thermal conductivity of the contacting sur-
aces, m= �m1

2+m2
2�1/2 is the effective absolute surface slope, �

��1
2+�2

2�1/2 is the effective rms surface roughness in microns, k
s the effective thermal conductivity, R is the thermal contact re-
istance, P is the contact pressure in N /m2, and Hm is the micro-
ardness of the softer material in N /m2. It should be noted that it
an be difficult to find a universally accepted method to calculate
. Equation �1� is also based on the “truncation” model which

ssumes that the contact area will equal the load, P, divided by the
icrohardness, Hm. Hm is also dependent on the deformed geom-

try and the scale of the contact, as discussed previously. The
ffective microhardness was correlated to the bulk hardness for
everal metals �28,47�. It was difficult for the authors to find a
aterial that was adequately characterized for both the microhard-

ess theory and for the strain gradient scale dependent properties
heory. From Ref. �46�, the resulting correlation is

P

Hm
= � P

H�1.62�/dbm�co
�1/1+0.071co

�3�

here db is an empirically measured material constant and co is
0.26. These equations will be compared to the new model which
onsiders multiscale effects. Although the model by Song and
ovanovich does not directly consider the effects of multiscale
urface features or scale dependent material properties, the use of
he empirical microhardness theory appears to have been effective
t including these scale effects. This work explores these issues
nd seeks to illuminate the effect that they have on thermal con-
act resistance.

Multiscale Rough Surface Contact. The multiscale model
48� uses the same direction of thought as Archard �11�, but pro-
ides a method that can be easily applied to real surfaces. The
odel assumptions are given in Ref. �48� which result in the

ollowing:

Ar = �	
i=1

imax

Āi�i�An �4�

F = F̄i�iAi−1 �5�

here Ar is the real area of contact, � is the areal asperity density,
is the contact load, An is the nominal contact area, and the

ig. 1 Schematic of typical rough surface contact „the height
f the asperities is exaggerated…
ubscript i denotes a frequency level, with imax denoting the high-
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est frequency level considered. Parameters Āi and F̄i are the single
asperity contact area and single asperity contact force at a given
frequency level, respectively. The total �nominal� area of contact
at a given frequency level is denoted by Ai, while �i is the corre-
sponding areal asperity density.

After selecting the scan length �L�, the input surface data are
acquired and a fast Fourier transform �FFT� is performed on it.
The scan length, L, is limited by the employed surface profile
apparatus. However, results from Ref. �48� found that relatively
large scales are very important in predicting rough surface contact
and therefore a relatively large value of L should be used �ideally
a value that is the same order of magnitude as the length of the
nominal contact area being considered�. From the resulting Fou-
rier series, the asperity areal density, �, and radius of curvature, �,
are computed for each frequency level according to

�i = 2f i
2 �6�

�i =
1

4�2�i f i
2 �7�

where f i denotes the frequency �i.e., the reciprocal of wavelength�
and �i is the amplitude corresponding to the given frequency.
Equations �6� and �7� are used in the multiscale model framework
�Eqs. �4� and �5�� and also in the single asperity models. The
nominal contact area �An� is then set to be equal to L2 and is
identified with i=0.

For a given frequency level, the number of asperities is calcu-
lated. The total load is then divided evenly among all of the as-
perities of the given level. Next, the single asperity area of contact
is determined from the given asperity load, the given asperity
dimensions, and the material properties, according to the chosen
asperity deformation model �e.g., Hertz �49��. Then multiplying
by the number of asperities at that level, a provisional total contact
area for that frequency level is computed. The result is checked
against the contact area predicted by the frequency level below it,
and the smaller value is selected as the contact area for the given
frequency level. The concept behind this rule is that each fre-
quency level is used to predict the apparent contact area of the
next higher frequency level. The iterative procedure continues un-
til all the desired frequencies are considered, resulting in a predic-
tion of the real area of contact at the prescribed load. Additional
details of the model can be found in Jackson and Streator �48�.

Asperity Deformation. A variety of individual asperity models
are available for use within the multiscale framework described
above to relate the contact area to the contact force. For a simu-
lation of purely elastic rough surface contact, the Hertzian model
�49� may be applied. Alternatively, several models are available
that account for elastoplastic deformation of spherically shaped
asperities �26,50–52�. A detailed description of several elastoplas-
tic models is given in Kogut and Etsion �52�, and Jackson and
Green �26�. Brief descriptions of the single asperity models used
in the current analysis are provided in the following section.

As the load pressing two rough surfaces together increases, the
stresses within the individual asperities also increase. These
stresses eventually cause the material within the asperity �modeled
as a hemisphere� to yield. The interference at the material yield
point is known as the critical interference, �c. Jackson and Green
�JG� �26� and Chang et al. �50� derived this critical interference
analytically using the von Mises yield criterion. The resulting
equation from Ref. �26� is

�c = �� · C · Sy

2E�
�2

� �8�

where Sy is the yield strength of the material that yields first, E� is
the effective modulus of elasticity, � is the radius of the spherical
asperity, and C is given by
C = 1.295 exp�0.736�� �9�

Transactions of the ASME



a

e

v
m
c

a
d
t
e
s
s
v
t
J

w

l
p
p
H
a
d
c
p

h
b

J

nd � is the Poisson ratio of the material that yields first.

The critical force, F̄c, is then calculated at the critical interfer-
nce, �c, to be

F̄c =
4

3
� �

E�
�2�C

2
� · Sy�3

�10�

Similarly, the critical contact area is

Āc = �3�CSy�

2E�
�2

�11�

In the present study, when the contact is below these critical
alues the multiscale model uses the Hertzian elastic contact to
odel individual asperity contact, whereas to model elastoplastic

ontact, the JG asperity deformation model is used.
The JG model was developed by fitting curves to the results of
finite element model of elastoplastic spherical contact. It pre-

icts the contact force and area between an elastic, perfectly plas-
ic hemisphere and a rigid flat as functions of the ratio of interfer-
nce ��� to critical interference ��c�. �The converse case of a rigid
phere indenting an elastic perfectly plastic half-space is not con-
idered here.� When 0�� /�c�1.9, the JG single asperity model
irtually coincides with the Hertzian solution. At interference ra-
ios �� /�c� larger than 1.9, the formulation below is used in the
G model for single-asperity elastoplastic contact:

For �	1.9·�c,

ĀJG = ���� �

1.9�c
�B

�12�

F̄ = F̄c
�exp�−
1

4
� �

�c
�5/12��� �

�c
�3/2

+
4HG

CSy
�1 − exp�−

1

25
� �

�c
�5/9�� �

�c
� �13�

here

B = 0.14 exp�23 · ey� �14�

ey =
Sy

E
�15�

For a /�
0.41,

HG

Sy
= 2.84�1 − exp�− 0.82� a

�
�−0.7�� �16�

For 0.41
a /�
1,

HG

Sy
= 7.32 · � a

�
�3

− 14.12 · � a

�
�2

+ 6.28 · � a

�
� + 1.52 �17�

For a /��1,

HG

Sy
= 1 �18�

The parameter HG, referred to as the “hardness geometric
imit,” represents an asymptote for mean compressive stress, de-
ending on the radius of contact. As the interference ��� increases
ast the critical interference ��c�, Eqs. �12�–�18� depart from the
ertz elastic solution and predict the influence of an enlarging

mount of plastic deformation. This causes the contact force to
ecrease and the contact area to increase in relation to the Hertz
ontact solution. The predictions of the above equations also com-
are well with several experimental results �22,53�.

Scale Dependent Properties

Mechanical Properties. Scale dependent material properties
ave been observed for some time. For instance, in the early work

y Ling �54�, the effect of scale on hardness was included in a

ournal of Heat Transfer
rough surface contact model. More recently, Nix and Gao �55�
formulated a model which describes the strain gradient effect on
the change in material hardness with scale. This model was de-
rived to account for these effects seen during micro- and nanoin-
dentation tests. The strain gradient dependent hardness for Berk-
ovich type indenters is given by Nix and Gao as

H = Ho�1 +
h*

hp

�19�

where Ho is the macroscopic hardness, H is the corrected scale
dependent hardness, h* is a length scale for the effect, and hp is
the depth of plastic deformation caused by the indentation.
Swadener et al. �56� correlate Nix and Gao’s results for different
shaped indenters, including a Brinell or spherical shape. Figure 2
shows qualitatively how scale dependent features can increase the
strain hardening of the material during spherical contact �Note
that the strain gradient theory effectively models the change in
material yield strength �and hardness� as a function of the magni-
tude of deformation.� The current work will consider these effects
in modeling the contact between multiple scales of rough surfaces
by simplifying the asperities as spherical peaks.

As mentioned earlier, it was difficult to find a material that has
been evaluated for both microhardness by Yovanovich and He-
gazy �28,47� and scale dependent yield strength, but the properties
for nickel are available. For nickel surfaces, Lou et al. �57� pro-
vided the material length scale required to use Eq. �19�. For
nickel, the value used is h*=0.343 �m. From Ref. �46�, the cor-
responding bulk yield strength, �Sy�o, is 0.556 GPa. A theoretical
yield strength of the material, �Sy�t=20.7 GPa �which is E divided
by a factor of 10�, is used as an upper limit to Eq. �19� �58�. See
Table 1 for a complete list of the material properties used in this
work.

Next, the value of hp during contact is required. Jackson et al.
modeled the residual stress and deformation of a spherical in-
denter loaded and unloaded �59�. In the current work, it is as-

Fig. 2 Schematic showing how scale dependent features can
affect material properties

Table 1 Material properties for nickel used in this work

Material
property Value

E 207 GPa
v 0.30

�Sy�o 0.556 GPa
H 1.668 GPa
h* 0.343 �m

�Sy�t 20.7 GPa
k 90.7 W /m k
 8.9 g /cm3

C 0.44 J /g°C
vs 4970 m /s
AUGUST 2008, Vol. 130 / 081301-3
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umed that the residual interference measured in Ref. �59�, �res,
ill be equal to the residual depth after unloading of a spherical

ontact, hp. From Jackson et al. �60�,

�res

�m
= 1.02�1 − � ��*�m + 5.9

6.9
�−0.54� �20�

his equation is used to approximate hp.
However, fundamentally the hardness is changing because the

train gradient effect changes the value of the yield strength, Sy. Sy
s a parameter in Eqs. �8�–�18� and strain gradient plasticity must
lso be accounted for in them. Similar to Eq. �19�, the strain
radient dependent yield strength can be represented by

Sy = �Sy�o�1 +
h*

hp

�21�

here �Sy�o is the yield strength without strain gradient effects. hp
s found from Eq. �20�, which depends on the critical interference,

c, among the other parameters. The yield strength predicted by
q. �21� is inversely proportional to scale. Song and Yovanovich

46� also provided an equation describing the scale dependent
ardness:

Hm

H
=

Sy

�Sy�o
= ��2�a

db
�co

�22�

or nickel db is given as 157 �m and from Lou et al. �57� h* for
ickel is given as 243.3 nm. Then, using Eq. �12� to calculate the
ontact radius a, the predictions for Eqs. �21� and �22� can be
ompared �see Fig. 3�. The results are shown for the contact of
hree different size spheres against a rigid flat surface. The scale of
he contact is represented by the nondimensional quantity a /�.
he comparison shows that Eqs. �21� and �22� predict the same
eneral trend �that the strength increases with decreasing scale�.
owever, quantitatively the predictions of the models are quite
ifferent. The slope of Eq. �21� appears to be much steeper than
he slope of Eq. �22� and so it predicts a more significant change
n the strength with scale. It does appear that for �=1 mm, the
odels make the closest predictions.
It is also important to consider that because �c is dependent on

y, Eqs. �20� and �21� are coupled. Physically this shows that the
ontact of rough surfaces is dependent on the scale of local asper-
ty surface deformations, which suggests that it cannot be easily
escribed by macroscale global properties. In the current work,
qs. �12�–�18�, �20�, and �21� are solved simultaneously using the
olden section method.

Although these asperity contact models are mostly continuum
ased models, they might also be used to consider nanoscale con-

ig. 3 Comparison of models for scale dependent yield
trength
acts in the multiscale model. This depends on which asperity

81301-4 / Vol. 130, AUGUST 2008
levels or scales ultimately dictate the area of contact. For very
small contacts, the continuum models appear to be effective; how-
ever, eventually the nanoscale or atomistic roughness will domi-
nate the problem �61,62�. It would be difficult to incorporate these
effects into the current model because the orientation of the lattice
and atoms for each asperity in contact would have to be known.
Molecular dynamics �MD� models are also very computationally
expensive. This is why the current work uses scale dependent
modifications to the asperity contact models rather than MD mod-
els directly. However, on average, the continuum models are ex-
pected to perform adequately. It has also been found that when
plastic deformation is included in the multiscale contact model,
the smaller asperities �smaller than 1–10 �m� tend to flatten out
and have little effect on the total prediction of contact area.

To help illustrate the predictions made by the multiscale model,
the progression of the real area of contact as successive frequency
levels are included is shown in Fig. 4. Each curve is for a constant
load. Each ledge or drop represents a frequency level which re-
duces the real area of contact. Note that not all of the frequency
levels do so. It can be seen that the single asperity contact model
employed also drastically affects the results. The perfectly elastic
model underpredicts the real area of contact. Including plastic
deformation causes many of the frequency levels to flatten out and
not affect the final prediction. This is because they cannot carry
much load once significant yielding has occurred. Using the scale
dependent yield strength effectively strengthens the asperities, re-
sulting in a prediction of contact area that lies between the elastic
and elastoplastic models.

Thermal Properties. A considerable amount of work has been
performed by Yovanovich and others in the area of TCR �4�. Gen-
erally, the heat conducted between two surfaces can travel either
through the asperity contacts or through the gaps, which may be
filled with gas or an intermediate material �see Fig. 1�. In this
work, the effect of heat conducted through the gas is neglected,
and so the contacting surfaces are modeled as being in a vacuum.
The contact conductance, h, is defined as the heat flux through the
contact divided by the change in temperature across the contact:

h = q/�Tc �23�

where the heat flux, q, is the total heat flow rate divided by the
nominal contact area, An. The thermal contact resistance, Rc, can

Fig. 4 Progression of the multiscale contact area calculations
through the iterative numerical scheme
then be defined as

Transactions of the ASME
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Rc = �hAn�−1 �24�

he value of R over the entire surface can then be found by
onsidering the contact resistance of all N asperities on the con-
acting surface:

Rtotal = �
i=1

N

�hAn�i
−1�−1

�25�

Around a single asperity contact a “flux tube” is theorized to
xist from the contact surface to a depth into the material. The
eat transfer between the two surfaces must then pass through the
ux tube and thus through the reduced cross-sectional area of the
ontact. The heat flux will constrict and then expand as it passes
hrough the contact. In past studies, the thermal resistance of the
ux tube between the two contacting spheres has been character-

zed by the Maxwell equation:

Rc =
1

2ka
�26�

Then, it has been found that when the scale of contact changes,
he governing equations for thermal resistance also change. The
ork by Prasher �44� provides a simplified form of the scale de-
endent thermal contact resistance given as

R =
�3� + 8K�

6� · ak
�27�

here K is the Knudsen number defined as � /a. � is the phonon
ree mean path of the material. � can be calculated from the mac-
oscopic relation:

� =
3k

vsC
�28�

here k is the thermal conductivity, vs is the solid speed of sound,
is the density, and C is the heat capacity. For typical properties

f nickel at room temperature �see Table 1�, the predicted value of
is 14 nm. To calculate the phonon free mean path can be diffi-

ult as there are several different methods that result in different
redictions, as shown by Prasher and Phelan �63�.

In addition, if the contact radius of an individual conducting
sperity, a, becomes large in relation to the radius of the asperity,
, this will affect the thermal contact resistance through the indi-
idual conducting asperity. This effect is accounted for by using
he contact alleviation factor, �. There are different equations,
hich can be used to calculate this factor �64�. Cooper et al. �65�
rovided a simplified equation, which will be used in the current
ork:

� = �1 − a/��1.5 �29�

n alternative form of this function is usually used for the TCR
etween rough surfaces that is given as

� = �1 − �Ar/An�1.5 �30�

hen the thermal contact resistance for a single asperity is given
s

Rasp = R · � �31�
Two different theories are now presented to predict TCR from

he multiscale model. First, at the highest frequency level, which
educes contact area �see Fig. 4�, the total thermal contact resis-
ance between the surfaces can be calculated from

1

Rc
= 

n=1

N � 1

Rasp
�

n

�32�

ince all the asperities at this frequency will be identical, Eq. �32�

educes to

ournal of Heat Transfer
Rc =
Rasp

N
=

Rasp

�iAi−1
�33�

where N is the number of asperities at the highest frequency level,
which reduces contact area, i, and is calculated as �iAi−1 �see
section on multiscale model�.

Alternatively, the thermal conductance will be calculated by
summing the contact resistance from each scale, which reduces
the area of contact �see Fig. 5�. Recall that each frequency level
that reduces contact area is represented as a ledge in Fig. 4. In
equation form, this relation is

Rtotal = 
i=1

imax

Ri�iAi−1 �34�

Both of the above theories �Eqs. �33� and �34��, now dubbed the
highest frequency TCR �HFTCR� and multiple frequency TCR
�MFTCR�, respectively, are considered in the current work. The
way in which the contact alleviation factor, �, is included in each
model is also slightly different. In the HFTCR model, � is calcu-
lated using the predicted real area of contact over the total nomi-
nal area of contact �see Eq. �30��. In contrast, the MFTCR model
includes � at each frequency level by calculating the ratio of the
contact area at the current frequency level to the one below it:

�i = �1 − �Ai/Ai−1�1.5 �35�
The results of the HFTCR theory are now considered first.

Results
As expected, the trends from the iterative predictions shown in

Fig. 4 translate to the final predictions for the real area of contact
as a function of load �see Fig. 6�. The elastic multiscale model
again predicts a contact area much smaller than when plastic de-
formation is included, and including a scale dependent yield

Fig. 5 Schematic illustrating how heat conduction may be in-
fluenced by multiple scales of roughness on the surface

Fig. 6 Multiscale model predicted contact area as a function

of load

AUGUST 2008, Vol. 130 / 081301-5
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trength results in contact areas in between the other two curves.
he contact area also appears to increase nearly linearly on the

og-log plot with load. Similar trends are also seen for statistical
nd fractal models.

Using the HFTCR theory produces the TCR trends shown in
ig. 7 for the contact of rough surfaces. Note that the effect of the
ontact alleviation factor is also included �Eq. �30��. The real ar-
as of contact predicted by the models appear to not directly cor-
elate to the relative values of the TCR. The reason for this is not
bvious, but occurs because the HFTCR theory only uses the
ighest frequency level to decrease the area of contact in predict-
ng the TCR. Information in this highest frequency level for cur-
ature and the number of asperities may differ between the mod-
ls. Since TCR is dependent on this information and not on the
ummed contact area, the predicted relative values of TCR may
lso differ �see Eqs. �4� and �34�� from the predicted relative val-
es of the area of contact. Partially due to this effect, the MFTCR
heory arose.

The results for the multiscale model for rough surface contact
ncluding asperity level scale dependent spreading resistance are
lso shown in Fig. 7 in comparison to the results without consid-
ring this scale dependence. The results are almost indiscernible
rom the results not including this effect. Therefore, it appears that
his effect is somewhat negligible in modeling the thermal contact
esistance between rough surfaces. Also, Prasher and Phelan �63�
howed that there are different methods to calculate � and that by
sing Eq. �28�, the value may be underpredicted. To consider this
ossibility, the value of � was artificially increased by a factor of
0 and the simulation was rerun. The result showed that the effect
f the scale dependent spreading resistance did increase slightly
y about 16% at all points, but its effect was still significantly
maller than the effect of scale dependent strength.

Next, the contact area predicted by the current multiscale model
s compared to that predicted by Yovanovich �4�. See Fig. 8 for
his comparison. The current model predicts areas, which are
maller than the those predicted by the Song and Yovanovich’s
odel using the bulk hardness, H, and the truncation model using

he microhardness, Hm �28,47�. This agrees with Yovanovich �4�
hat the bulk hardness alone cannot be used to model contact
etween rough surfaces accurately. However, it also suggests that
t is difficult to predict an effective microhardness value without
sing empirical relationships. Even though the model predictions

ig. 7 Multiscale model predicted thermal contact resistance
s a function of load considering scale dependent yield
trength and resistance
re quantitatively different, their slope is almost identical and the

81301-6 / Vol. 130, AUGUST 2008
predicted qualitative trends are the same. This is very encouraging
that two fundamentally very different models predict similar re-
sults.

Using HFTCR, the predicted TCR does locate in between Yo-
vanovich’s �4� models as the predicted real of contact did �see Fig.
9�, but also agrees almost exactly with Yovanovich’s model in-
cluding microhardness. Note that the results shown are for the
contact between rough surfaces and not a single asperity contact.
This suggests that Yovanovich’s microhardness empirical correc-
tion does effectively consider the multiscale nature of the sur-
faces. However, it should be noted that the slope of the TCR for
the multiscale model is steeper than that for Yovanovich’s models.
Perhaps this is because elasticity is also included in the current
multiscale model. Again, this is very encouraging that two funda-
mentally different models �one which includes the scale effect on
thermal conductivity� are able to produce very similar results.

Finally, the MFTCR theory is used to predict the TCR from the
multiscale model and is also compared to Yovanovich’s �4� mod-
els �see Fig. 10�. All the scale dependent effects on thermal
spreading resistance and yield strength are included in the results
shown. The predicted TCR using the MFTCR theory is larger than

Fig. 8 Comparison of current multiscale contact model to ex-
isting models used in TCR

Fig. 9 Comparison of current multiscale contact resistance
model „using the HFTCR theory… to existing models used in

TCR
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he other results. This is, of course, because it considers the resis-
ance accumulated from all the stacked frequencies levels. How-
ver, since the contact alleviation factor, �, is included at each
cale �Eq. �35��, it decreases the TCR significantly, and causes the
redicted values to still be fairly close to the values predicted by
he Yovanovich model. The predictions of the current multiscale

odel with and without the contact alleviation factor �CAF� are
lso shown in Fig. 10. The current multiscale theory also blurs the
oundary between the bulk thermal resistance and the TCR from
he surface. For instance, if the lowest frequency considered by
he multiscale model is close to the size of the sample surface, the
esistance resulting from this frequency may sometimes be con-
idered part of the bulk resistance and not the TCR.

onclusions
A new inclusive multiscale model has been developed, which

onsiders the multiple scales of roughness that exist on a surface
nd the scale dependence of the mechanical and thermal proper-
ies. Therefore, this model theoretically includes more effects and
etails than most previous models. Scale dependent spreading re-
istance was found to have virtually no effect on modeling TCR
etween rough surfaces, while scale dependent yield strength was
ound to have a more noticeable effect on the TCR results. The
redicted TCR results are significantly affected by which fre-
uency levels are considered to reduce TCR. Two theories are
resented to calculate TCR from the multiscale model: �1� all
requency levels are considered �MFTCR� and �2� only the high-
st frequency level that reduces the real area of contact is consid-
red �HFTCR�. These two theories produce very different results.
ince the MFTCR also considers asperity levels or surface fea-

ures below, which are in direct contact, it could be said that it
tarts to incorporate the bulk resistance into the model. This is in
ontrast to the HFTCR, which only considers the final layer of
sperities that are in direct contact. Therefore, these models blur
he boundary between the thermal contact resistance at the surface
nd in the bulk material below it, demonstrating the importance of
apturing multiscale effects when evaluating thermal contact re-
istance.
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Inverse Heat Conduction Applied
to the Measurement of Heat
Fluxes on a Rotating Cylinder:
Comparison Between an
Analytical and a Numerical
Technique
A method using either a one-dimensional analytical or a two-dimensional numerical
inverse technique is developed for measurement of local heat fluxes at the surface of a hot
rotating cylinder submitted to the impingement of a subcooled water jet. The direct model
calculates the temperature field inside the cylinder that is submitted to a given nonuni-
form and time dependent heat flux on its outer surface and to a uniform surface heat
source on an inner radius. In order to validate the algorithms, simulated temperature
measurements inside the cylinder are processed and used by the two inverse techniques to
estimate the wall heat flux. As the problem is improperly posed, regularization methods
have been introduced into the analytical and numerical inverse algorithms. The numeri-
cal results obtained using the analytical technique compare well with the results obtained
using the numerical algorithm, showing a good stable estimation of the available test
solutions. Furthermore, real experimental data are used for the estimation, and local
boiling curves are plotted and discussed. �DOI: 10.1115/1.2928013�

Keywords: inverse heat conduction, integral transforms, transient, impinging jets, boil-
ing convection
Introduction

The direct heat conduction problems are concerned with the
etermination of temperature at interior points of a region when
he initial and boundary conditions, thermophysical properties,
nd heat generation are specified. In contrast, the inverse heat
onduction problem involves the determination of the surface con-
itions �1�, energy generation �2�, and/or thermoproperties �3,4�
rom the knowledge of the temperature measurements taken
ithin the body.
With the improvement of computer capability, use of inverse

echniques has in recent decades become a conventional means of
esolving heat transfer problems. Important applications of these
echniques have been studied in various branches of thermal en-
ineering area: quenching �5�, casting and phase-change process
6,7�, hot rolling and welding �8�, etc.

Recently, a method using a two-dimensional inverse technique
as been proposed by Volle et al. �9� for measurement of local
eat fluxes at the surface of a rotating cylinder, which experiences
oiling convection induced by the impact of a subcooled water jet
n its surface. It involves estimating the Fourier boundary condi-
ion on the outer surface of the cylinder starting from temperature

easurements inside the cylinder, and it has been validated on
imulated test cases. The purpose of the present paper is, by com-
arison with results obtained by a numerical technique, to exam-
ne whether a similar linear one-dimensional analytical inverse

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received February 23, 2007; final manuscript
eceived January 11, 2008; published online June 10, 2008. Review conducted by A.

aji-Sheikh.

ournal of Heat Transfer Copyright © 20
method can be used to estimate the local boiling curves. More-
over, the experimental setup as well as resulting experimental in-
versions are presented.

Indeed, numerical methods and computational algorithms for
solving IHCPs have been extensively developed over the past de-
cade. Based on finite or boundary elements’ techniques, they pro-
vide an efficient way to analyze transient heat flow within arbi-
trarily shaped domains. Most of them are devoted to the
determination of transient and/or spatially distributed heat flux on
the boundary of the body �10,11�. For example, Hsieh and Su �12�
and Bell �13� employed a differential method; Park and Jung �14�
and Alhama et al. �15� employed a sequential method to formalize
two-dimensional IHCP. Moreover, Huang and Tsai �16� carried
out an analysis to arbitrary boundary condition estimation inverse
problems by using the conjugate gradient method.

Compared to the numerical computation method, analytical
methods to IHCPs could be applied only to samples with simple
geometrical configurations �17�, for which the solution may be
simple and explicit. Nevertheless, they still attract us greatly due
to the fact that they have advantages over numerical methods: �1�
they supply us with enough information to understand the charac-
teristics of the solution and the effect of the influencing factors,
and �2� the time needed for calculation is reduced.

Thus, the results obtained with our one-dimensional analytical
technique are compared with results obtained from the same simu-
lated and experimental measurements using a two-dimensional
numerical method. The comparison shows that the analytical
method is sufficient enough to estimate the extracted heat fluxes,
even though variation of the cylinder conductivity with tempera-

ture is not taken into account.

AUGUST 2008, Vol. 130 / 081302-108 by ASME
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Direct Heat Transfer Problem

2.1 Modeling. In the direct problem, the exact temperature T
t a point M inside a rotating cylinder—composed of two layers
f radii r1 and r2—is sought as a function of polar coordinates
r ,��, as shown in Fig. 1. A uniform surface heat source P�W� is
issipated at radius r1 and a heat flux density �2, which varies
ith angle � and with time t, is given on the outer radius r2. We
ere interested in cases where �2 shows a symmetry with respect

o the plane �=�.
For each domain i �where subscript i designates temperature T

n the central layer �0�r�r1 ; i=1� and in the outer layer �r1
r�r2 ; i=2�� of the rotating homogeneous cylindrical sample,

ssuming constant thermophysical properties, the mathematical
ormulation of the two-dimensional heat conduction problem can
e written in the laboratory coordinates system as

�2Ti

�r2 +
1

r

�Ti

�r
+

1

r2

�2Ti

��2 −
�

a

�Ti

��
=

1

a

�Ti

�t
�1�

here a is the thermal diffusivity of the material and � is the
ngular velocity.

The associated boundary and interface conditions are

Ti�r,� + 2�,t� = Ti�r,�,t�

finite temperature T1�r = 0,�,t�

T1�r = r1,�,t� = T2�r = r1,�,t� �2�

P

2�r1l
− �

�T1

�r
�r = r1,�,t� = − �

�T2

�r
�r = r1,�,t�

− �
�T2

�r
�r = r2,�,t� = �2��,t�

nd the initial condition

Ti�r,�,t = 0� = TSS�r,�� �3�
The linear direct problem that is considered can then be solved

y expressing temperature T in terms of the function �2�� , t�. It
an be considered as the superposition of different problems that
re independently solved �9�. We will only consider here the cool-
ng temperature Tcool, solution of Eq. �1� associated with the
oundary conditions:

T�r,� + 2�,t� = T�r,�,t� �periodicity conditions�

− �
�T

�r = r2,�,t� = �2��,t�,
�T

�r = 0,�,t� = 0 �4�

Thermocouples

r
2

r1

r

ω γ
(rad. s )-1

Cooling Flux

Electrical heating

Fig. 1 Model geometry
�r �r
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T�r,�,t = 0� = 0

A semianalytical solution has been proposed by Volle et al. �9�.
This solution utilizes Laplace �parameter p� and Fourier �param-
eter n� transforms, the temperature being given in the Fourier
domain by the relation

T̃�r,n,t� = −
1

�
�

0

t

��̃2�n,����e−jn��t−��Zn�t − ���d� �5�

with

Z̄n�r,p� =

In��p

a
r�

�p

a
In���p

a
r2� �6�

This bidimensionnal solution has been used to elaborate an inver-
sion algorithm that has been successfully tested on simulated
measurements.

The idea of the present paper is to use a 1D analytical solution
�similar to Eq. �5�� in order to propose a 1D analytical inversion
algorithm. This algorithm can then be validated by comparison
with results obtained with a 2D numerical algorithm applied to the
same experimental data.

2.2 One-Dimensional Analytical Solution. Using the classi-
cal Laplace transformation of temperature T �noted “ −”�,

T̄�r,p� =�
0

	

T�r,t�e−ptdt

and considering an initial temperature equal to 0, the 1D analyti-
cal solution for temperature T is in the time domain

T�r,�,t� = −
1

�
�

0

t

��2��,����Z0�r,t − ���d� �7�

with

Z̄0�r,p� =

I0��p

a
r�

�p

a
I1��p

a
r2� �8�

The temporal inversion of Eq. �8� is made using Stehfest’s nu-
merical algorithm �18�:

Z0�r,t� =
ln 2

t 	
j=1

10

VjZ̄0�r,p =
j ln 2

t
� �9�

where Vj’s are the tabulated Stehfest coefficients:

V1 = 1/12, V2 = − 385/12, V3 = 1279, V4 = − 46871/3

V5 = 505,465/6, V6 = − 473,915/2, V7 = 1,127,735/3

V8 = − 1,020,215/3, V9 = 328,125/2, V10 = − 65,625/2
Moreover, as Z0→	 when t→�, we use an asymptotic behav-

ior Z̆0�r , t−�� for Z0�r , t−�� and we obtain with tlim= ilim 
t �ilim
=1 in our case�,

T�r,�,t� = −
1

�
�
0

t−tlim

�2��,��Z0�r,t − ��d�

+�
t−tlim

t

�2��,��Z̆0�r,t − ��d�� �10�
with
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2.3 Two-Dimensional Numerical Technique. The technique
s based on the Galerkin finite element method. 1140 meshes have
een considered for the grid, the reference mesh �composed of six
odes with dr=1 mm and d�=3°� being represented in Fig. 2.
The temperature field can be obtained by decomposition on the

nterpolation functions � at each nose

T = �m�mTm �12�
For the temporal discretization, we use an implicit scheme

�T

�t
=

Tn+1 − Tn


t
�13�

Fig. 2 Mesh

Table 1 Parameters used in the study

Parameter Value

� 90.7 W m−1 K−1

c 3.919.520 J K−1 m−3

r1, r2, l 0.049 m, 0.0875 m, 0.2 m
P, � 6000 W, 6 rad s−1

t (

T
(°

C
)

1 2
-14

-13

-12

-11

-10

-9

-8

-7

-6

-5

-4
Fig. 3 Variations of T„t… f

ournal of Heat Transfer
2.4 Direct Model Results. The analytical direct model was
tested for a given heat flux imposed at radius r=r2. This heat flux
�2�� , t� decreases exponentially in time and has a triangular shape
in �. It is equal to

P

2�r2l
for 0 � � �

3�

4


4Kt

�
� − 3Kt�e�−t/tc� +

P

2�r2l
for

3�

4
� � � �

�14�
−
4Kt

�
� + 5Kt�e�−t/tc� +

P

2�r2l
for � � � �

5�

4

P

2�r2l
for

5�

4
� � � 2�

where parameter Kt allows to choose the heat flux level. As we
wish to simulate industrial cooling heat fluxes, a value of
106 W m−2 is chosen for this parameter. The other parameters
used for the simulations are given in Table 1.

The excitation �2���t� , t�, given by Eq. �14�, as well as the
temperature response of a point located at angle �=� at t=0,
obtained by the analytical solution �10� for a radius rTC=r2, are
plotted in Fig. 3 in the moving coordinates system related to the
cylinder �with Kt=106 W m−2 and tc=1 s�.

In this figure, we also plotted the temperature response calcu-
lated with the 2D analytical model �Eq. �5��. We see that the two
models are equivalent, which justifies the use of a 1D analytical
method for the inversion.

The temperature profile obtained from the numerical solution
was very similar to the previous one. The difference stems from
the tangential conductive transfer at the wall.

3 Inverse Problem
In the inverse problem, the condition relative to the flux �2

�which is now unknown� is replaced by a measured temperature
condition, the transient measurements being made by NTC=24
temperature sensors located at radius r=rTC. All other quantities
appearing in the formulation of the physical problem �thermo-
physical properties, etc.� are assumed to be exactly known, but the
measurements may contain random errors.
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3.1 Analytical Method. In practice, the problem is solved in
he particular case where �2�� , t� is a piecewise constant function
f time t:

�2��,t� = �2,k��� for tk � t � tk+1 �15�

ith tk=k
t and k�0, where 
t is both a discretization time step
or �2 and a calculation time step for temperature T.

It yields for ti= i
t �i�2� and with t0=0:

T�r,�,ti� = −
1

�
	
k=0

i−2

�2,k�
tk

tk+1

Z0�r,ti − ��d�

+ �2,�i−1��
ti−tlim

ti

Z̆0�r,ti − ��d�� �16�

Temperature T �r ,� , ti� is thus a linear combination of the �2,k:

T�r,�,ti� = 	
k=0

i−1

Xi,k+1�2,k �17�

here the coefficients Xi,k+1 are

Xi,k+1 = −
1

�
�

tk

tk+1

L−1� I0��p

a
r�

�p

a
I1��p

a
r2�

ti−�

d� �18�

r

Xi,k+1 = −
1

�
�

tk

tk+1

Z̆0�r,ti − ��d� �19�

epending on the value of k �k� i− ilim or k� i− ilim�.
This yields in a matrix form

T = �T�r,t1�
]

T�r,ti�
� = �X11 . . . 0

] � ]

Xi1 . . . Xii
�� �2,0

]

�2,i−1
� = X�2 �20�

here matrix X is the sensitivity matrix, which defines the rela-
ionship between a change in the surface heat flux and the corre-
ponding change in the computed temperature response.

If T�rTC,�m�t� , t� is the vector of exact temperatures measured
y the mth thermocouple, Eq. �20� can be solved to find vector �2.
ctually, experimental measurements always present some uncer-

ainty, and the above method is no longer valid. We call
�rTC,�m�t� , t� the value of T�t� measured at radius rTC and angle

m�t�. Assuming an additive random error, we have

Ym�ti,�2� = Tm�ti,�2� + �mi �21�

here �mi �m=1 to NTC, i=1– if� is an uncorrelated, zero mean
nd identically distributed normal noise of constant standard de-
iation �.

To take this noise into account, it is possible to use an ordinary
east squares �OLS� method �19�, which consists in minimizing
he sum S of the square errors between computed and measured
alues

Sm = �Ym − X�2�t�Ym − X�2� �22�

ith respect to the unknown heat flux vector �2. Thus, �Sm /��2
ust vanish as a necessary condition for minimization

�Sm

��2
= 0 �23�
hich can be put into the form
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�̂2 = �XtX�−1XtYm �24�

However, the inverse problem is inherently ill posed, and experi-
mental error will have an impact on the solution. Indeed, this ill
posedness results in high sensitivity to data errors due to the poor
conditioning of the XtX matrix. The process of converting an
ill-posed problem to a well-posed one is termed regularization:
The idea is to make the problem “regular” by changing the origi-
nal problem slightly. In our case, the temporal regularization is
afforded by using Beck’s future time step method �20�.

3.2 Numerical Technique. The method used here is the func-
tion specification method proposed by Blanc et al. �21�, with
Beck’s future time step regularization. Moreover, to assure a cer-
tain regularity to the angular variation of �2, a regularization term
is added to the error function �Tikhonov’s regularization �22��. A
second-order term, which represents, under a discrete form, the
second derivative of function �2���, has been chosen here. It
smoothes the flux fluctuations and stabilizes the problem

S = 	
i=1

NTC
	
j=1

Ntf

�Texpi

k+j − Ti
k+j��1

k+1, . . . ,�l
k+1, . . . ,�NTC

k+1 ��2�
+ � 	

m=2

NTC−1

��m−1
k+1 − 2�m

k+1 + �m+1
k+1 �2 �25�

Thus, if temperature Tk and surface heat flux density �k are known
at time tk, the heat flux density �k+1��1

k+1 , . . . ,�l
k+1 , . . . ,�NTC

k+1 � at
time tk+1 is obtained by minimization of the error function
S��1

k+1 , . . . ,�l
k+1 , . . . ,�NTC

k+1 �, where Texpi

k is the measured tempera-

ture at point i and at time k, Ti
k is the calculated temperature

�solution of the direct problem�, and � is the regularization coef-
ficient �� is about 10−10 K2 W−2 m4�.

3.3 Inversions From Simulated Measurements. In order to
test the two inverse algorithms, we have implemented them on
simulated measurements. These simulated measurements come
from the temperature profile T�rTC,��t� , t�, the output of the bidi-
mensional direct model �see Eq. �5��, which was modified by a
random additive noise �, of standard deviation �, according to Eq.
�21�. The outputs �̂2 of the analytical and numerical inverse algo-
rithms were estimates of the heat flux �2, the input of the direct
model. The results are presented in Fig. 4, with rTC=86.5 mm.

For this value of rTC, knowing that the discretization time step

t is as 0.005 s�
t�0.01 s �depending on the studied cases�,
the dimensionless time step 
ti, defined by


ti =
a

�r2 − rTC�2
t �26�

is always as 
ti�0.11, which is greater than the critical value of
5�10−2: The inversion is then possible for the discretization time
step size is large enough when compared with the size of the
characteristic time of the system �r2−rTC�2 /a.

We see in Fig. 4 that the two inverse methods seem to be
reliable for in each case, agreement between �̂2 and �2 is quite
good. However, it appears that a degradation of estimation accu-
racy is observed near the discontinuity points, which is due to the
smoothing imposed by the regularizations. Lastly, it should be
noted that the time needed for calculation is significantly reduced
when the analytical model is used �no grid�. Other simulations
showed that neglecting the two-dimensional effects had tendency,
as one could expect it, to overestimate the heat flux.

A point of very practical importance is the selection of proper
value for the regularization parameter �: Its level must be adjusted
as a function of the noise in the data. In this work, we have chosen
to minimize the following norm based on the estimated and exact

heat flux densities:
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or a noise � of standard deviation �=0.5°C, the adjusted value
f � that minimized e�2

is �=7�10−10 m4 K2 W−2.
Another approach would have been to invoke the “discrepancy

rinciple,” whose idea is to select � as small as possible and such
hat the temperature residual

R =� 1

N	
i=1

n

�Y − X�̂2�2 �28�

s consistent with the measurement error in the data. This recom-
endation, made by Tikhonov and Arsenin �22�, has been verified

uring our simulations.

Experimental Measurements

4.1 Experimental Setup. A rotating cylindrical pipe made
ut of nickel of 200 mm length, 49 mm inside radius, and
7.5 mm outside radius was built at LEMTA. 24 thermocouples of
.12 mm diameter, used to measure local transient temperature
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ig. 4 Exact and estimated heat flux for simulated tempera-
ure measurements at rTC=86.5 mm, with �„t=0…=0, �=0.5°C,

fts=3, and �=7Ã10−10 m4 K2 W−2
ear the surface, were embedded parallel to the cylinder axis.
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Their junctions were located in the transverse plane of symmetry
of the cylinder. A nominal radius of implantation was rTC
=86.5 mm.

A uniform and time-constant surface heat source P�W� was
dissipated through three electrical wires inserted into grooves ma-
chined in the internal surface of the external cylinder in order to
reach the desired initial surface temperature.

The measurement cylinder, see Fig. 5, was submitted to the
impingement of a subcooled water jet whose temperature and ve-
locity were known. The nozzle/surface distance was also known,
and it consisted in another parameter, which could influence the
cooling rates.

4.2 Experimental Procedure. The experimental procedure
was as follows: When the surface temperature had reached the
desired value, the jet cooling started and transient temperatures
were measured by the thermocouples. Measurements were made
for different jet velocities, jet temperatures, initial surface tem-
peratures, and for different cylinder’s angular velocities.

Then, these measurements were used as inputs for the two in-
verse algorithms in order to estimate the heat flux extracted by the
subcooled water jet. The advantage of the method resides in the
fact that it is a nonintrusive method, which allows to quantify the
effect of different parameters on the cooling rates and on the boil-
ing phenomena that can occur at the surface of the cylinder.

It should be noted that the question of whether or not the tem-
perature dependence of the conductivity has in our experimental
conditions a significant effect on the estimated heat flux has not
been considered. Indeed, as nickel’s conductivity varies slightly
with temperature, we chose to consider the linear problem and to
use a mean value for conductivity.

5 Inversion From Experimental Measurements

5.1 Comparison of Techniques. Both techniques—analytical
and numerical—were used to estimate surface heat fluxes starting
from the same experimental temperature profiles. Regularization
coefficients of �=7�10−10 m4 K2 W−2 �for the numerical tech-
nique� and Nfts=3 �for the analytical method� and a constant value
of 90.7 W /m K for conductivity were used for the inversions.

5.1.1 Static Cylinder ��=0 rad /s�. Results for both tech-
niques are presented in Figs. 6 and 7 in the case of a static cylin-
der. Figure 6 shows the experimental temperature and the corre-
sponding estimated boiling curve �heat flux variations with respect
to surface superheat 
Tsat� at 3.2 cm from the impinging point in
convection regime �Twall�t=0��100°C�. Figure 7 concerns cool-

Fig. 5 Experimental setup „not to scale…
ing at the impinging point in boiling regime �Twall�t=0�
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In Fig. 6, we see a good agreement in the results obtained with

he two techniques. When compared in boiling regime �Fig. 7�, the
esults are close for 
Tsat�300°C. There is a higher dispersion
or highest values of 
Tsat, even if the general shape is the same.
his must be due to the constriction of the lines of flux, which
akes the two-dimensional heat transfers important, especially in

he impinging area.

5.1.2 Rotating Cylinder ���0 rad /s�. Although it is impos-
ible to give a clear explanation of the influence of the surface
otion on boiling regimes yet, Fig. 8 shows the feasibility of the

stimation in the case of a rotating cylinder.
Plotted in this figure are the temporal variations of the esti-
ated surface heat flux when the cylinder rotates at �
15 rad /s and for a temperature of the jet Tjet equal to 36 °C. We

an see that the results obtained using the 1D analytical technique
ompare well with the results obtained using the 2D numerical
lgorithm, the calculation being much faster in the case of the
nalytical algorithm.
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ig. 6 Experimental temperature and boiling curves for the
tatic case in convection regime „——: 2D model; —·—: 1D
odel…
We also see in Fig. 8 the different boiling regimes ��1� film

81302-6 / Vol. 130, AUGUST 2008
boiling, �2� transition boiling, �3� nucleate boiling, and �4� forced
convection� with a maximum heat flux �corresponding to the criti-
cal heat flux� of about 4 MW /m2.

It should be noted that, when the cylinder rotates, the dispersion
between the results obtained with the two methods tends to de-
crease: The rotation seems to standardize the surface phenomena.

6 Advantages and Disadvantages of the Inverse
Method

The advantages of this inverse method for the calculation of the
angular and temporal evolutions of the local surface heat fluxes on
a cylinder are the following.

1. The method is comparable to a nonintrusive fluxmeter: It
allows to plot local boiling curves, including for the transi-
tion boiling regime, without perturbing the phenomena of
interest.

2. The method does not depend on the physical phenomenon
that creates the surface heat flux: It is therefore applicable in
many branches of mechanics.
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Fig. 7 Experimental temperature and boiling curves for the
static case in boiling regime „——: 2D model ;—·—: 1D model…
3. There is no need for heat loss estimation.
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Heat Transport Capability in an
Oscillating Heat Pipe
A mathematical model predicting the oscillating motion in an oscillating heat pipe is
developed. The model considers the vapor bubble as the gas spring for the oscillating
motions including effects of operating temperature, nonlinear vapor bulk modulus, and
temperature difference between the evaporator and the condenser. Combining the oscil-
lating motion predicted by the model, a mathematical model predicting the temperature
difference between the evaporator and the condenser is developed including the effects of
the forced convection heat transfer due to the oscillating motion, the confined evaporat-
ing heat transfer in the evaporating section, and the thin film condensation in the con-
densing section. In order to verify the mathematical model, an experimental investigation
was conducted on a copper oscillating heat pipe with eight turns. Experimental results
indicate that there exists an onset power input for the excitation of oscillating motions in
an oscillating heat pipe, i.e., when the input power or the temperature difference from the
evaporating section to the condensing section was higher than this onset value the oscil-
lating motion started, resulting in an enhancement of the heat transfer in the oscillating
heat pipe. Results of the combined theoretical and experimental investigation will assist
in optimizing the heat transfer performance and provide a better understanding of heat
transfer mechanisms occurring in the oscillating heat pipe. �DOI: 10.1115/1.2909081�
ntroduction
Because of the rapid development of the electronic industry,

ith chips packed closer together and the continuing decrease
n the size of electronic packages, heat flux levels continue
o increase. For example, the new design of high-density com-
uter chips for the next generation of desktop computers may
each a heat flux level of over 80 W /cm2. Metal oxide semicon-
uctor controlled thyristors generate heat fluxes from
00 W /cm2 to 200 W /cm2. Moreover, some laser diode applica-
ions have reached a heat flux level of 500 W /cm2. Conventional
eat sinks or spreaders become severely inadequate at these high
evels of heat fluxes. While the conventional heat pipe can signifi-
antly push the border of cooling power, the heat transfer limita-
ions in the heat pipe restrict the applications for these high levels
f heat fluxes.

Oscillating heat pipe �OHP� is a new type of two-phase heat
ransfer devices that rely on oscillatory flow of liquid slug and
apor plug in a long miniature tube bent into many turns. Com-
ared to the conventional heat pipe, the OHP has the following
eatures: �1� Because most or all of working fluid does not flow
hrough the wick structure, there is a low pressure drop of work-
ng fluid. �2� Because the vapor flow direction is the same as
iquid flow, there is no vapor flow influence on the liquid flow. �3�
ecause the tube is so small, the vapor plugs can be formed in the
HP. The thermally driven, oscillating flow inside the capillary

ube will effectively sweep the surface and produce some “blank”
urfaces to significantly enhance evaporating and condensing heat
ransfer. �4� Due to the oscillating motion in the capillary tube, the
eat added on the evaporating area can be distributed by the
orced convection in addition to the phase-change heat transfer.
learly, the OHP has a potential to remove an extra high level of
eat flux.

Extensive experimental investigations �1–6� and theoretical
nalysis �7–15� have been conducted, and show that there exist
scillating or/and circulating motions in an OHP, which depend on
orking fluids �2–4,10�, tilt angles �5–7�, dimensions
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�2,6,9,10,13�, filling ratio �5,9,14�, number of turns �2,4,13�, and
heat flux levels �2,4,7,14�. While these investigations have pro-
vided an insight into the mechanisms of oscillating motions oc-
curring in the OHP, the primary factors affecting the heat transport
capability have not been fully understood. As mentioned above,
the OHP transfers heat through forced convection in addition to
phase-change heat transfer. Although it is expected that the heat
transport capability occurring in the OHP should be much higher
than the convectional heat pipe, the available experimental data
show that the effective thermal conductivity of the OHP is low. In
this investigation, a mathematical model predicting the tempera-
ture difference from the evaporating section to the condensing
section is developed to determine the primary factors affecting the
heat transport capability in the OHP, which includes the oscillat-
ing motion occurring in the OHP, confined convection boiling,
and film condensation. An experimental investigation will also be
conducted to verify the model presented in this paper.

Theoretical Analysis
To simplify the problem and find the primary factors affecting

the heat transfer performance in an OHP, an OHP, as shown in
Fig. 1, is considered. The OHP consists of an evaporating section,
an adiabatic section, and a condensing section. As heat is added
on the evaporating section in the OHP, the liquid is vaporized,
causing the vapor volume expansion. Vapor in the condensing
section is condensed into liquid, causing the volume contraction.
The volume expansion and contraction excite an oscillation mo-
tion of the liquid plugs and vapor bubbles in the miniature chan-
nels. Through the forced convection and phase-change heat trans-
fer, heat is transferred from the evaporating section to the
condensing section. Clearly, heat transfer in the OHP involves the
evaporating heat transfer in the evaporating section, condensing
heat transfer in the condensing section, and oscillating motions in
the whole heat pipe.

Heat Transfer in the Evaporating Section. When applying a
heat source to the external circumference of the evaporator sec-
tion, as shown in Fig. 1, heat is transported by radial conduction
through the evaporator wall and reaches the working fluid, result-
ing in vaporization. The vapor volume expansion in the evaporat-

ing section combined with the vapor volume contraction in the
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ondensing section generates the forced convection in the OHP. If
he tube structuring the evaporating section is smooth, i.e., no
ick structures on the inside surface of tube, the heat transfer
rocess occurring in the evaporating section is similar to convec-
ion boiling heat transfer, which has been extensively investigated
16–23�. The heat transfer in the evaporating section of the OHP
an be described by a combination of nucleate boiling �micro-
copic� and bulk convection �macroscopic�. The total heat transfer
oefficient h can be expressed as

h = hmic + hmac �1�

here hmic is due to the nucleate boiling heat transfer and hmac due
o the bulk convection caused by oscillating motions. Chen �16�
eveloped a model describing the nucleate boiling heat transfer,
here the microscopic nucleate boiling portion of the heat transfer

oefficient could be found by

hmic = 0.00122� kl
0.79cpl

0.45�l
0.49

�0.5�l
0.29hlv

0.24�v
0.24��Tw − Tsat�Pl��0.24

��Psat�Tw� − Pl�0.75S �2�

here S is a suppression factor and a function of the two-phase
eynolds number, i.e.,

S = �1 + 2.56 � 10−6 Retp
1.17�−1 �3�

he two-phase Reynolds number in Eq. �3� can be determined by

Retp = Rel�F�Xtt��1.25 �4�

here the liquid Reynolds number and the Martinelli parameter
tt are defined by

Rel =
G�1 − x�Di �5�

Fig. 1 Schem
�l
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Xtt = �1 − x

x
�0.9��v

�l
�0.5� �l

�v
�0.1

�6�

respectively. The function F�Xtt� shown in Eq. �4� depends on the
Martinelli parameter, i.e.,

F�Xtt� = 1 for Xtt
−1 � 0.1 �7�

F�Xtt� = 2.35�0.213 +
1

Xtt
�0.736

for Xtt
−1 � 0.1 �8�

With a given liquid filling ratio � the quality x shown in Eq. �6�,
can be determined by

x =
�v − ��v

�̄
�9�

where the average density of working fluid in the system may be
calculated by the following relation of

1

�̄
=

x

�v
+

1 − x

�l
�10�

Utilizing the Martinelli parameter for a two-phase flow, the heat
transfer coefficient due to the forced convection caused by oscil-
lating motions can be readily determined by

hmac = F�Xtt�hl �11�

where hl is the liquid-phase heat transfer coefficient defined as

hl = 0.023� kl

D
�Rel

0.8 Prl
0.4 �12�

Oscillating Motions. Examining the oscillating phenomena oc-
curring in an OHP, there exist four kinds of forces, i.e., the ther-

ic of an OHP
mally driven force, the capillary force, the frictional force, and the
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lastic restoring force. Based on Newton’s laws, 	F=md2x /d�2,
a et al. �14� established a mathematical model describing the
otion of the working fluid in an OHP as

�Ll�l + Lv�v�A
d2x

d�2 + ��f l Rel���lLl

2Dh
2� + �fv Rev���vLv

2Dh
2 ��A

dx

d�

+
A�vRT

Lv
x = �Ahfg�v,c

Te
��	Tmax − 	Tmin

2
��1 + cos�
���

�13�

tilizing Laplace transforms, the exact solution can be readily
btained,

x��� =
B

m

 ���2 − 1�sin�
�� − e−�
� sinh�
���2 − 1���

2�
2��2 − 1

+

1 − e−�
��cosh����2 − 1�
�� +
� sinh����2 − 1�
��

��2 − 1
�


2 �
�14�

here

m = A��LLL + �VLV� �15�

c = A��f l · Rel���lLl

2Dh
2� + �fv Rev���vLv

2Dh
2 �� �16�

k =
A�VRT

LV
�17�

B = �Ahfg�v,c

Te
��	Tmax − 	Tmin

2
� �18�

or the system described by Eq. �14�, the undamped natural fre-
uency 
0 and a damping ratio � can be, respectively, written as


0 =� k

m
�19�

� =
c

2m
0
�20�

he model considers the thermal energy from the temperature
ifference between the evaporator and condenser as the driving
orce for the oscillating motion. For a given temperature differ-
nce between the evaporator and condenser, the average velocity
f oscillating motions occurring in the system can be readily
alculated.

During the derivation of Eq. �13�, it was assumed that x is small
elative to Lv; the pressure variation at the time interval of 	� in
he vapor phase between the evaporator and condenser was based
n

	pv =
�vRT

Lv
x �21�

s shown in Eq. �21�, the vapor pressure is linearly dependent on
. For a given vapor volume, if the length of total vapor bubble is
uch longer than x, the assumption of linear relation between 	pv

nd x is reasonable. Experimental results show that when the heat
ux is higher, the aptitude and frequency significantly increase. If

he total volume occupied by vapor at the time � is Vv, i.e., LvA,
nd vapor is assumed as an ideal gas, the vapor pressure at the

ime � can be found as

ournal of Heat Transfer
pv,� =
mvRT

LvA
�22�

At the time �+	�, after heat is added to the evaporating section
and evaporation occurs, the increase in the pressure will result in
a decrease in the vapor volume by −xA, and the pressure in the
vapor space yields

pv,�+	� =
mvRT

�Lv − x�A
�23�

The pressure variation at the time interval of 	� can be approxi-
mately written as

	pv =
�vRT

Lv
�x +

x2

Lv
+

x3

Lv
2 + . . . +

xn

Lv
n−1� �24�

Considering Eq. �24�, Eq. �13� can be rewritten as

�Ll�l + Lv�v�A
d2x

d�2 + ��f l Rel���lLl

2Dh
2� + �fv Rev���vLv

2Dh
2 ��A

dx

d�

+
A�vRT

Lv
�x +

x2

Lv
+

x3

Lv
2 + . . . +

xn

Lv
n−1�

= �Ahfg�v,c

Te
��	Tmax − 	Tmin

2
��1 + cos�
��� �25�

Heat Transfer in the Condensing Section. The vapor gener-
ated in the evaporating section is condensed in the condensing
section if the phase-change driving force exists, and the conden-
sate in the thin film region will flow into the liquid-slug region
due to the capillary force. Because the film thickness in the con-
densing film region is very thin compared to the meniscus thick-
ness in the liquid slug, most of the condensing heat transfer will
occur in the thin film region, as shown in Fig. 1. In this region, the
Reynolds number of the condensate is very small; hence the iner-
tial terms can be neglected and based on conservation of momen-
tum in the thin film, the pressure drop due to the viscous flow can
be found as

dPl

ds
=

f Re� �lDoqc�s

2�3Di�lhfg
�26�

where

Re� =
Ūl,c��l

�l
�27�

By integrating Eq. �26� from s=0 to Lc,v /2, the total pressure drop
along half of the vapor bubble length can be found as

	Pl =
o

Lc,v/2 � f · Re� �lDoqc�

2�3Di�lhfg
�sds �28�

There exist numerous vapor slugs in the OHP including the
condensing section. Although the vapor slug distributions, i.e.,
vapor bubble number, in the OHP is unpredictable, the total vapor
space remains constant for a given liquid filling ratio �, which is
defined as

� =
Vl

V
�29�

where Vl is the volume occupied by liquid, and V is the total
volume throughout the heat pipe. It is assumed that all of the
vapor slugs in the condensing region are combined into one large
slug with condensation occurring on its perimeter. Assuming a
uniform distribution of vapor throughout the entire length of the
heat pipe, the length of the idealized single vapor slug in the

condenser may be found by
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Lc,v = Lc�1 − �� �30�

he capillary pressure along the condensate film can be found as

dPc

ds
= 2�

dK

ds
�31�

ntegrating Eq. �31� from K=1 /ro to K=1 /rc, the total capillary
ressure can be found as

	Pc = �� 2

rc
−

1

ro
� �32�

here ro is the meniscus radius of the liquid-vapor interface at the
ine of symmetry, s=0, and rc is the meniscus radius of the liquid-
apor interface at the liquid slug, s=Lc,v, which can be, respec-
ively, found by

r0 =
1

2
�Di − 2�0� �33�

nd

rc =
1

2
�Di − 2�0.5Lc,v

� �34�

onsidering Eqs. �33� and �34�, the total capillary pressure can be
ewritten as

Fig. 2 Schematic of experimental system

Fig. 3 Experimental heat pipe and

dimensions „cm…

81501-4 / Vol. 130, AUGUST 2008
	Pc = �� 2

�Di

2
− �0.5Lc,v

� −
1

�Di

2
− �o�� �35�

For the steady-state condensation process of the thin film, the
capillary pressure defined by Eq. �35� should be equal to the pres-
sure drop determined by Eq. �28�. With a given heat flux level,
i.e., qc�, Eqs. �35� and �28� can be readily solved and the conden-
sation film thickness determined.

Experimental System
In order to verify the analytical model predicting the heat trans-

fer performance, experimental investigations were conducted. The
experimental system, as shown in Fig. 2, consisted of a test sec-
tion including an OHP, a cooling bath, a power supply, and a data
acquisition system. The OHP shown in Fig. 3 was made of copper
tube. The inner and outer diameters of the tube were 1.65 mm and
3.175 mm, respectively. Aluminum cooling block connected to
the cooling bath provided a constant temperature condenser. The
evaporating section of the OHP was a strip resistance heater that
spanned the copper plate. The OHP was surrounded with fiber-
glass insulation to reduce the heat loss. Based on the insulation
surface temperature, the calculated heat loss is less than 1.5% of
the total heat added on the OHP. Twelve thermocouples were used
to measure the temperature distributions along the heat pipe. Mul-
tiple thermocouples were placed in the evaporator, adiabatic, and
condenser regions to determine the temperature drop across the
sections. The temperature data were directly sent to a data acqui-
sition system �National Instruments� connected to a personal com-
puter for data recording and analysis. The OHP was backfilled to
a 50% filling ratio with HPLC grade water.

Prior to the start of the experiment, the system was allowed to
equilibrate and reach steady state such that the steady-state oper-
ating temperature was achieved and a uniform temperature distri-
bution with no heater power input was observed throughout the
OHP. Once the experimental system reached the equilibrium, the
input power was increased in 50 W increments up to a maximum
heat input of 350 W. The steady-state condition was defined as the
mean temperature in the evaporator with a change of less than
0.5°C in 5 min. To obtain the data for the next successive power
level, the power was approximately incremented every 30 min.
During the tests, the input power and temperature data, including
the ambient temperature, were simultaneously recorded through
the data acquisition system.

mensioned drawing: „a… photo; „b…
di
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esults and Discussion
The model for the fluid motion with the added nonlinear terms

as different results from those originally presented by Ma et al.
14�. Figures 4�a�–4�c� show the difference between the nonlinear
odel and the previously developed linear model for operating

emperature of 20°C, 60°C, and 100°C, respectively. Because
he operating temperature of the heat pipe depends on the cooling
ath temperature, the coolant temperature flowing through the
ondenser section is defined as the operating temperature. It can
e seen that the amplitude and frequency of the fluid motion ob-
ained by the present nonlinear model are lower than those ob-
ained by the linear model. The effect of the nonlinear terms on
he frequency is more prominent with increasing operating tem-
erature. Figure 5 shows the effect of temperature difference on
he fluid motion obtained from the current model. It can be seen
hat increasing temperature difference does not have an effect on
requency; however, the amplitude is greatly increased with a tem-
erature difference increase.

ig. 4 Slug position versus time for linear and nonlinear equa-
ions at operating temperatures of „a… 20°C; „b… 60°C; „c…
00°C
Figures 6�a� and 6�b� show the theoretical contribution of heat

ournal of Heat Transfer
transfer in the micro- and macroregions of the evaporator to the
overall heat transfer coefficient for an operating temperature of
20°C and 60°C, respectively. The contribution in the microre-
gion, which is due to the convective evaporation, is much less
than the heat transfer due to the forced convection �i.e., macrore-
gion�. This means that the heat transfer in an OHP is mainly due
to the exchange of sensible heat, which agrees with the results
presented by Khandekar et al. �7,8� and Zhang and Faghri �12,13�.
The role of phase-change heat transfer is sustaining the pressure
difference between the evaporating and condensing sections that
is the driving force for oscillatory flow. Figures 7�a� and 7�b�
display the theoretical evaporator, condenser, and total tempera-
ture differences in the specified OHP for operating temperatures
of 20°C and 60°C, respectively. The temperature difference in
the evaporator section contributes more to the total temperature
difference than that in the condenser.

Fig. 5 Slug position versus time for nonlinear equations at an
operating temperature of 100°C and varied temperature
difference

Fig. 6 Micro-, macro-, and total heat transfer coefficients ver-
sus heat input at operating temperatures of „a… 20°C and „b…

60°C

AUGUST 2008, Vol. 130 / 081501-5
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Experiments on the heat transfer performance of the OHP
hown in Fig. 3 were performed and the results are presented in
erms of the temperature difference from the evaporator to the
ondenser 	Tt and heat input Q. Temperature differences were
ased on the difference between the average recorded tempera-
ures in the evaporator and condenser sections. It is apparent that
he oscillating motions generated in the heat pipe enhanced the
eat transfer. When the input power was higher than 30 W, the
scillating motions started and the increase in temperature drop
ith respect to heat input was reduced. It can be concluded from

xperiments that there exist an onset temperature difference for
he start of oscillating motions and a range of temperature differ-
nces for the steady-state oscillating motion. Figure 8 shows the
omparison between the experimental results obtained from the
pecified OHP and the temperature drops determined with the
heoretical model proposed herein. The results showed that the
greement between the predicted and measured temperature drops
greed very well for the operating temperature of 20°C. When the
perating temperature is increased to 60°C, the predicted tem-

ig. 7 Evaporator, condenser, and total temperature differ-
nces versus heat input at operating temperatures of „a… 20°C
nd „b… 60°C

ig. 8 Experimental and theoretical total temperature differ-
nces versus heat input at operating temperatures of 20°C and

0°C

81501-6 / Vol. 130, AUGUST 2008
perature drop for the case of low heat input is lower than the
experimental results. As the heat input increases, the discrepancy
between the predicted and measured temperature drops signifi-
cantly decreases and excellent agreement is obtained. Considering
the facts that the pressure drop in the turns of the OHP and pos-
sible circulation of working fluid were not taking into account in
the theoretical model, the agreement between the theoretical and
experimental results is very good.

Conclusions
A mathematical model predicting the fluid motion and tempera-

ture drop in an OHP has been developed. The model includes the
forced convection heat transfer due to the oscillating motions, the
confined evaporating heat transfer in the evaporating section, and
thin film condensation heat transfer in the condensing section. The
numerical results indicate that the oscillating motions occurring in
the OHP significantly enhances the heat transfer in the OHP. An
experimental investigation of temperature drops occurring in an
OHP was also conducted. Experimental results indicated that there
exists an onset temperature difference for the excitation of oscil-
lating motions in an OHP, i.e., when the input power or the tem-
perature difference from the evaporating section to the condenser
was higher than this onset value the oscillating motion started,
resulting in an enhancement of the heat transfer. Results of the
investigation will assist in optimizing the heat transfer perfor-
mance and provide a better understanding of heat transfer mecha-
nisms occurring in the OHP.
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Nomenclature
A  cross-sectional area, m2

c  specific heat, J/kg K
D  tube diameter, m
f  friction factor

G  mass flux, kg /s m2

h  heat transfer coefficient, W /m2 K
hfg  latent heat, kJ/kg

k  thermal conductivity, W/m K; stiffness, N/m
K  curvature, 1/m
L  length, m
m  mass, kg
p  pressure, N /m2

Pr  Prandtl number
q�  heat flux, W /m2

r  radius, m
R  gas constant, J/�kg K�

Re  Reynolds number
s  location, m
S  suppression factor
T  temperature, K

ua  average oscillation velocity, m/s
x  coordinate, m; quality
X  Martinelli parameter
z  direction, m

Greek Symbols
�  film thickness, m
�  filling ratio
�  density, kg /m3

�̄  average density, kg /m3

�  surface tension, N/m
�  viscosity, N s /m2

�  damping ratio

�  time, s
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  frequency, Hz

ubscripts
e  evaporator
c  condenser
h  hydraulic
i  inside
l  liquid

mac  macro
max  maximum
mic  micro
min  minimum

p  pressure
sat  saturated
tp  two phase
v  vapor
w  wall
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Heat Transfer in a Two-Pass
Rectangular Channel „AR=1:4…
Under High Rotation Numbers
This paper experimentally investigated the rotational effects on heat transfer in a two-
pass rectangular channel �AR�1:4�, which is applicable to the channel near the leading
edge of the gas turbine blade. The test channel has radially outward flow in the first
passage through a redirected sharp-bend entrance and radially inward flow in the second
passage after a 180 deg sharp turn. In the first passage, rotation effects on heat transfer
are reduced by the redirected sharp-bend entrance. In the second passage, under rotating
conditions, both leading and trailing surfaces experienced heat transfer enhancements
above the stationary case. Rotation greatly increased heat transfer enhancement in the tip
region up to a maximum Nu ratio �Nu /Nus� of 2.4. The objective of the current study is
to perform an extended parametric study of the low rotation number (0–0.3) and low
buoyancy parameter (0–0.2) achieved previously. By varying the Reynolds numbers
(10,000–40,000), the rotational speeds �0–400 rpm�, and the density ratios (inlet density
ratio�0.10–0.16), the increased range of the rotation number and buoyancy parameter
reached in this study are 0–0.67 and 0–2.0, respectively. The higher rotation number and
buoyancy parameter have been correlated very well to predict the rotational heat transfer
in the two-pass, 1:4 aspect ratio flow channel. �DOI: 10.1115/1.2909615�

Keywords: heat transfer, rotating rectangular channel, rotation number, buoyancy
parameter, internal cooling
ntroduction
Internal cooling techniques for gas turbine blades have been

tudied for several decades. Gas Turbine Heat Transfer and Cool-
ng Technology �1� provides in-depth information about updated
ooling techniques. The internal cooling techniques of the gas
urbine blade include jet impingement, rib turbulated cooling, and
in-fin cooling. Advanced internal cooling techniques are needed
o prevent overheating of the turbine blade. The internal cooling
f the gas turbine blade is influenced by the channel aspect ratio,
ib turbulator configurations, and rotational and flow parameters.

Coolant is circulated through serpentine passages fabricated on
he inside of the gas turbine blade in order to remove heat from
he blade surface. Different aspect ratio channels are applicable to
ifferent parts of the turbine blade, as shown in Fig. 1. The narrow
spect ratio of 1:4 simulates channels near the leading edge, while
he wide aspect ratio of 4:1 channel is applicable to the channels
ear the trailing edge. Rib turbulators are used inside the cooling
assages to enhance the heat transfer.

Han �2� measured the heat transfer and friction factor in a
quare duct with several rib configurations. Afterwards, Han �3�
xtended the study to five aspect ratio channels �AR=4:1, 2:1,
:1, 1:2, and 1:4�. He concluded that ribs enhanced the heat trans-
er for every aspect ratio channel. Park et al. �4� also conducted an
xperimental study on five different aspect ratio channels with
ngled ribs under stationary conditions. They concluded that the
ow aspect ratio channels �1:2 and 1:4� provide better heat transfer
erformance when compared to the high aspect ratio channels.
uidez �5� experimentally studied the convective heat transfer in

ectangular rotating channel with an aspect ratio of 1:2. Further-
ore, he theoretically analyzed rotation effects with a 3D Navier–
tokes turbulant mixing length model. He concluded that Coriolis
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AL OF HEAT TRANSFER. Manuscript received June 15, 2007; final manuscript received
ctober 11, 2007; published online June 2, 2008. Review conducted by Gautam

iswas.

ournal of Heat Transfer Copyright © 20
acceleration has a beneficial influence on the mean heat transfer.
Agarwal et al. �6� studied the heat/mass transfer in a 1:4 aspect
ratio rotating rectangular channel with smooth and ribbed walls.
The rotation number varied from 0.0 to 0.12. They concluded that
the 1:4 channel, when compared to a 1:1 channel, provides less
heat transfer enhancement. Fu et al. �7� experimentally studied the
heat transfer and pressure drop inside the 1:2 and 1:4 aspect ratio
channels under stationary and rotating conditions with smooth and
ribbed walls. They concluded that rotation has a relatively small
effect in the second passage due to the large distance between the
leading and trailing surfaces. Fu et al. �8� further extended their
studies to five different aspect ratio channels �AR=4:1, 2:1, 1:1,
1:2, and 1:4� with two channel orientations �90 deg and 45 deg or
135 deg�. The rotation numbers varied from 0.0 to 0.3. Their re-
sults showed that the overall levels of heat transfer enhancement
for all ribbed channels were comparable. Su et al. �9� performed a
Computational Fluid Dynamics �CFD� study using a Reynolds
stress model for rotating rectangular channels �AR=1:1, 1:2, and
1:4�. The rotation number ranged from 0.0 to 0.28 with the chan-
nel at an orientation of 90 deg relative to the axis of rotation. They
concluded that for large Reynolds and rotation numbers, the effect
of rotation continuously decreases with decreasing aspect ratio.

In the turn region, the secondary flow is generated by the turn
geometry and turbulence enhancement. The secondary flow aug-
ments the heat transfer, especially at the first part of the second
passage. Liou and Chen �10� investigated the 180 deg turn effects
in a rectangular channel with a width to height ratio of 1.25. The
rotation number ranged from 0.0 to 0.44 with a Reynolds number
from 5000 to 50,000. They showed that the unsteadiness of sepa-
ration bubbles downstream of the sharp turn significantly aug-
ments the heat transfer in the first part of the second passage. Liou
et al. �11� also used laser doppler velocimetry �LDV� to measure
the turbulent flow field inside a rotating two-pass square duct. The
flow field and the kinetic energy distribution near the 180 deg turn
were measured. The rotation number was varied from 0.0 to 0.2.

They concluded that as the rotation number is increased, the tur-

AUGUST 2008, Vol. 130 / 081701-108 by ASME
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ulence intensity level increases exponentially. The increased tur-
ulence intensity and Coriolis force by the increased rotation
umber enhance the heat transfer in the turn region. Numerous
tudies have focused on internal heat transfer in rotating channels
nder fully developed flow conditions. However, the internal flow
hannel of the gas turbine blade in engines experiences strong
ffects due to the entrance geometry. The heat transfer enhance-
ent differs from that of fully developed flow when entrance

ffects are present. Wright et al. �12� conducted a survey of rect-
ngular channels with aspect ratios of 4:1 and 8:1. They studied
hree different entrance geometries and concluded that the en-
rance effects will greatly enhance the heat transfer. They showed
hat as the rotation number increases, the effect of the entrance
eometry decreases. The entrance enhancement will decrease as
he rotation number increases. The influence of the entrance ge-
metry on the heat transfer is more apparent in the smooth chan-
els than in the ribbed channels.

Wagner et al. �13� performed heat transfer measurements inside
square channel with radial outward flow in the first passage. The

otation number ranged from 0.00 to 0.48 in their studies. Wagner
t al. �14� continued to investigate the heat transfer inside the
econd and third passages of the square channel. The results from
efs. �13,14� showed that both the rotation number and density

atio caused large changes in heat transfer for radially outward
ow but relatively small changes for radially inward flow. They
lso pointed out that the heat transfer was relatively unaffected by
he buoyancy parameter for the radially inward flow on the lead-
ng surface. Zhou et al. �15� investigated the rotation effects in a
:1 aspect ratio channel. The rotation number ranged from 0.0 to
.6. They concluded that on the destabilized surfaces in the first
assage and second passage, rotation enhances the heat transfer up
o a certain Ro, beyond which the enhancement is flat or reduced.

Currently in the available open literature, heat transfer data at
igh rotation numbers for internal cooling channels are very lim-
ted. The maximum rotation number for the 1:4 aspect ratio chan-
el studied by previous researchers was 0.3 at a Reynolds number
f 5000. The range of the rotation number for the current study
as from 0.0 to 0.67. The buoyancy parameter in the current

tudy ranged from 0.0 to 2.0. The objective of the current study is
o investigate the heat transfer enhancement in a rotating two-pass
ectangular channel �AR=1:4� at high rotation numbers and high
uoyancy parameters. The Reynolds number, the rotational speed,
nd the density ratio are varied in order to obtain a thorough
nderstanding of the effects of the rotation number and buoyancy
arameter. Through this study, a detailed set of base line data has
een established for a smooth walled 1:4 aspect ratio channel,
ith parameters near to those of aircraft engines. In addition, this

tudy focuses on the effect of inlet geometry on the first-passage

ig. 1 Gas turbine blade internal cooling channels and their
pplicable aspect ratios
adially outward flow heat transfer distributions.

81701-2 / Vol. 130, AUGUST 2008
Experimental Facility
Typical rotation numbers for aircraft engines are near 0.25 with

Reynolds numbers close to 50,000. One method to achieve similar
conditions in the laboratory is to use air at high pressures. As the
pressure of the air increases, so will the density. For a fixed mass
flow rate �Reynolds number� and hydraulic diameter, an increase
in density will result in a decrease in velocity. A lower velocity
will, in turn, increase the rotation number. In order to achieve
larger rotation numbers at higher Reynolds numbers, the experi-
ments for the present study were conducted with air at a pressure
of 5 bars. For the current study, a rotation number of 0.17 can be
achieved at a Reynolds number of 40,000.

Rotating Facility. Figure 2 shows the rotating facility used to
conduct the experiments for the current study. A steel table is used
as the support structure. A 25 hp electric motor is used to drive the
shaft, which in turn spins the arm. Counterweights, located oppo-
site of the test section housing, are used to balance the arm so that
minimal vibrations are experienced during rotation. The local ra-
dius of rotation Rx ranges from 603 mm to 730 mm. The cooling
air from the compressor enters an ASME square-edge orifice
meter �not shown�, where the mass flow rate is measured. Cooling
air enters the rotating assembly at the bottom of the shaft via a
rotary union. A chiller is hooked up to the flow loop before the
rotary union to cool the air at the inlet. The air then passes through
the hub and into the bore of the arm. A rubber hose is used to
direct the flow from the arm to the test section housing. After the
air flows through the test section, it exits the housing. The hot
exhaust air is then directed, by means of a rubber hose, to the slip
ring. A 12.7 mm diameter copper tube, which passes through the
bore of the slip ring, is used to direct the air to the top rotary
union. A Steel pipe is connected to the top rotary union and a
valve is used to adjust the back pressure of the system.

Test Section „AR=1:4…. The entrance geometry with a redi-
rected sharp bend is shown in Fig. 3. The coolant air goes through
a 9.525 mm inlet hose into the curved plenum region. After direct
impingement on the plenum region, the flow is redirected into the
1:4 aspect ratio test section. Two screens were placed prior to the
first copper plate region of the test section to help spread the flow

Fig. 2 Rotating arm assembly used to perform heat transfer
experiments with the 1:4 aspect ratio test section
at the entrance. A nylon substrate, with a low thermal conductiv-
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ty, is used to support the copper plates and heaters. Between each
opper plate is an insulator strip of nylon, which prevents conduc-
ion between copper plates. The copper plates on the leading and
railing walls are rectangular in shape and measure 23.81

11.11 mm2. The outer and inner wall copper plates are square
nd measure 23.81�23.81 mm2. The tip copper plates are rectan-
ular with dimensions of 23.81�17.46 mm2. The flow channel
idth is 50.8 mm and has a height of 12.70 mm, resulting in a
ydraulic diameter of 20.32 mm. The test section consists of two
asses. The flow in the first passage is radially outward, and after
180 deg turn, radially inward in the second passage. Figure 4

hows that each passage is divided into six regions. The screens
ere instrumented before the first copper plate, as shown in the
gure. There are a total of 12 regions in the test section. The
verall test section length is 190.50 mm. The heated channel
ength of each passage is 154.50 mm and the plenum depth is
9.05 mm. One thermocouple is placed at the inlet to measure the
ir temperature as it enters the test section. At the exit of the test
ection, two thermocouples are used to measure the air tempera-
ure. The air passing through the test section is heated using pre-
abricated heaters that are placed beneath the copper plates. A
otal of 12 heaters are used for the outer, inner, leading, and trail-
ng walls. An additional heater is used for the tip. A thermally
onductive paste is used between the heaters and the copper plates
n order to reduce contact resistance. Blind holes with a diameter
f 1.59 mm are drilled 1.59 mm deep on the back side of each
opper plate. Thermocouples are placed inside of the blind holes
nd are affixed to the copper plates using highly conductive ep-
xy. Temperature measurements were taken on all of the leading,
railing, and cap copper plates. On the outer and inner walls, only
he temperatures of the copper plates at Regions 4 and 10 were

easured due to limited slip ring channels.
For the present study, the test section was oriented 90 deg to the

irection of rotation. The air pressure was maintained at 5 bars for

ig. 3 Drawing showing redirected sharp-bend entrance and
he flow channel geometry of the 1:4 aspect ratio test section

ig. 4 Test section view showing the copper plate region num-

ering convention

ournal of Heat Transfer
all cases studied. The Reynolds numbers under investigation were
10,000, 15,000, 20,000, 30,000, and 40,000. At each Reynolds
number, the rotational speed was varied from 0 rpm to 400 rpm
with an increment of 100 rpm.

Data Reduction

Heat Transfer Enhancement. This study investigates the re-
gionally averaged heat transfer coefficient �h� at various locations
within the rotating duct. The heater is designed to supply uniform
heat flux along the streamwise direction. The uniform wall tem-
perature of 65°C ���� /��in=0.10� in the circumferential direction
is maintained through the entire tests. Two additional wall tem-
peratures of 70°C ���� /��in=0.14� and 80°C ���� /��in=0.16�
are tested specifically under the highest rotational speed to study
the buoyancy parameter effects. The regionally averaged heat
transfer coefficient is calculated using the net heat transferred
from the heated copper plate �Qnet�, the projected surface area of
each copper plate segment �A�, the regionally averaged tempera-
ture of the plate �Tw,x�, and the local bulk mean temperature of the
air flow in the channel �Tb,x�. Therefore, the regionally averaged
heat transfer coefficient is given as

h = �Qnet/A�/�Tw,x − Tb,x� �1�
The net heat transfer is calculated as

Qnet = �VI�
A

Ah
− Qloss �2�

The voltage �V� is measured with a multimeter and the current �I�
is supplied to each heater by variac transformers. The power input
to each heater is multiplied by the ratio of the copper plate area
�A� to the total heater area �Ah�.

In order to determine the external heat losses �Qloss� escaping
from the test section during the experiment, two heat loss calibra-
tion tests are performed. The first heat loss calibration test is per-
formed at a lower wall temperature than the experiment wall tem-
perature. Similarly, a second heat loss calibration test is performed
at a higher wall temperature than the experiment wall temperature.
During the heat loss calibration tests, the wall temperature is
maintained by supplying power to each heater with the variac
transformers. A successful heat loss calibration test is achieved
when the total power input to the test section reaches equilibrium
with the environment. The heat loss, which occurs during the
experiment, is then determined by interpolating between the two
sets of heat loss data. It is noted that heat loss calibration tests
were performed at all rotational speed conditions considered in
the present study and the stationary case as well. In order to mini-
mize natural convection effects during the heat loss calibration
tests, an insulating material was placed inside of the flow
channels.

The copper plate surface area used in this study is the projected
surface area of the channel. The regionally averaged wall tem-
perature �Tw,x� is directly measured using the thermocouple in-
stalled in the blind hole on the back side of each copper plate.
Because the plates are made of copper, which has a high thermal
conductivity, the temperature of each plate is assumed uniform.
One thermocouple at the inlet and two thermocouples at the outlet
of the test section measure the inlet and outlet bulk temperatures,
respectively. Therefore, the bulk temperature at any location in the
test section can be calculated using linear interpolation. The re-
sults presented from this study are based on the linear interpola-
tion method. Although linear interpolation was chosen for deter-
mining the coolant temperature at various locations in the channel,
the coolant temperature can also be calculated using the conser-
vation of energy principle. For the present study, both methods
compare very well. The energy balance equation is

Tb,x = Tb,i + � Qnet/mcp �3�

i
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The Dittus–Boelter/McAdams correlation for heating �Tw,x
Tb,x� is used in this study to provide a basis of comparison. The
ittus–Boelter/McAdams correlation from Kays et al. �16� is used

o calculate the Nusselt number for fully developed turbulent flow
hrough a smooth stationary pipe. Therefore, the Nu ratio is given
s

Nu

Nu0
= �hDh

k
�� 1

0.023 Re0.8 Pr0.4� �4�

here h is calculated by Eq. �1�. All air properties are taken based
n the bulk air temperature with a Prandtl number �Pr� for air of
.71.

Experimental Uncertainty. An uncertainty analysis was per-
ormed based on the method described by Kline and McClintock
17�. Air properties were taken based on the mean bulk air tem-
erature. The estimated uncertainty for the temperature measure-
ents is 0.5°C. The uncertainty of the Nu ratio is approximately

.0% for the highest Reynolds number. For the lowest Reynolds
umber �Re=10,000�, the maximum uncertainty is approximately
.7% on the low heat flux wall under rotating conditions.

esults and Discussion

Stationary Results With Entrance Geometry Effects. Before
xplaining the rotating results, the stationary flow behavior inside
he channel needs to be discussed. The cooling air enters the ple-
um and is then redirected into the 1:4 test region. This redirected
harp-bend entrance significantly alters the heat transfer, espe-
ially in the regions near the plenum. Figure 5 shows the station-
ry Nusselt number in different locations of the channel. The data
or the fully developed turbulent flow in a smooth circular tube
re also plotted for comparison. The nondimensional Nusselt
umber is chosen to study the heat transfer enhancement. In Re-
ions 3, 4, 9, and 10, the results are the average of six copper
lates along the circumferential direction; while in the other re-
ions, the results are the average of the leading and trailing sur-
aces only. Near the entry region of the channel, the Nusselt num-
er is higher than the fully developed flow case in the smooth
ube. It decreases along the streamwise direction from Region 1 to
egion 4 as shown in Fig. 5�a�. Figures 5�b� and 5�c� are the

egions near the 180 deg turn portion. The direct impingement in
he tip region produces the highest Nusselt number.

ig. 5 Stationary Nusselt number distribution in each region
f the channel
In the second pass, as shown in Fig. 5�d�, although the station-

81701-4 / Vol. 130, AUGUST 2008
ary Nusselt number is still higher than the smooth tube, the mag-
nitude of the heat transfer enhancement is smaller than the first
pass and the turn region. The difference between the four regions
is also smaller, which indicates that the flow is approaching the
fully developed condition.

Figure 6 shows the Nu ratio comparisons inside the stationary
channel from several open literature sources. The Nu ratio has
been considered in order to eliminate the Reynolds number ef-
fects. Only first few data points of the current study, in the first
passage with redirected sharp bend, were compared to eliminate
the effects from the 180 deg turn. The sharp-bend geometry pre-
sented by Kays et al. �16� in the circular tube and the redirection
geometry by Wright et al. �12� in the 4:1 channel clearly show that
the entrance geometry significantly augments the Nu ratio, espe-
cially when x /Dh is small. The fully developed flow inside a 1:4
stationary channel by Fu et al. �8� shows the lowest Nu ratio. As
x /Dh increases, the Nu ratios of the four curves converge along
the streamwise direction. The flow does not achieve the fully de-
veloped flow behavior in the first passage because the passage is
short �L /Dh=7.5�.

Rotating Results. When there is no rotation, Coriolis and
rotation-induced buoyancy forces are not present, and thus the
flow can be considered to be symmetric. Heat transfer enhance-
ment is therefore similar on the leading and trailing surfaces in
each respective passage. As the Reynolds number increases, the
magnitude of heat transfer �Nu� will increase; however, the mag-
nitude of the enhancement only slightly decreases because a ratio
is being considered. The conceptual view of the rotation-induced
secondary flow is shown in Fig. 7�a�. In the first passage, the
rotation-induced secondary flow impinges onto the trailing sur-
face, and the rotation-induced buoyancy force further thins the
boundary layer on the trailing surface. In the second passage, the
Coriolis forces change direction, due to radially inward flow, and
impingement occurs on the leading surface. This secondary-flow
behavior has been predicted by Su et al. �9�.

In general, in the first passage, the heat transfer enhancement
begins to decrease due to the boundary layer growth along the

Fig. 6 Nu ratio „Nu/Nu0… comparisons for different entrance
geometries in a smooth channel
streamwise direction. At the turn region, the heat transfer en-
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ancement increases because the conceptual view of the turn-
nduced secondary flow, as shown in Fig. 7�b�. The main flow
mpinges onto the tip. As the flow is redirected into the second
assage, the flow impinges on the outer wall. Small vortices de-
elop in the corner regions of the turn. The flow separates on the
nner wall in the second passage near the turn region, but reat-
aches further downstream. In the second passage, the boundary
ayer begins to grow once again, and thus the heat transfer de-
reases in the streamwise direction.

Figure 8 shows the heat transfer enhancement at various rota-
ional speeds at Reynolds numbers of 10,000 and 20,000. The
ffect of increasing the rotational speed is observed. The effect of
otation near the entrance, on the leading surface, is clearly shown
n Fig. 8. At a Reynolds number of 10,000, as the rotation number
ncreases, it is seen that the effect of rotation becomes stronger
han the entrance effect. The leading surface exhibits degradation
t smaller x /Dh values with increasing rotation number. This be-
avior has been observed in a square channel by Wagner et al.
13�. For example, at a rotation number of 0.34, degradation be-
ins to occur at an x /Dh greater than 4.375. For a rotation number
f 0.67, degradation occurs at x /Dh=1.875. However, at a Rey-
olds number of 20,000, near the entrance region, the entrance
ffect is larger than the rotation effect. The heat transfer enhance-
ent for the rotating case is similar to the stationary case near the

ntrance. In the turn region, at a rotation number of 0.67, the Nu
atio reaches a maximum of 6.8, which is two to three times more
han the stationary case. This is due to the effect of rotation.

ig. 7 Conceptual view of „a… rotation-induced secondary flow
nside a two-passage rectangular channel „AR=1:4…, and „b…
urn-induced secondary flow

ig. 8 Streamwise Nu ratio „Nu/Nu0… distributions for different

otational speeds

ournal of Heat Transfer
Rotation Number Effects. The rotation number is a relative
measure of the rotational Coriolis force and bulk flow inertia force
�Han et al. �1��. In the current study, the rotation number is varied
by the Reynolds number and the rotational speed. The rotation
number in this study varied from 0 to 0.67. The data presented
here are based on the wall temperature of 65°C �the inlet density
ratio=0.10�. Figure 9 shows the effect of the rotation number on
the Nu ratio �Nu /Nus� in the first passage at Region 4. The sta-
tionary Nusselt number is chosen as the denominator of the Nu
ratio �Nu /Nus� so that the effect of rotation on heat transfer can be
compared. In the first passage, the Coriolis force pushes the core
coolant toward the trailing surface. The Nu ratio increases on the
trailing surface as the rotation number increases. On the leading
surface, the Nu ratio decreases up to a rotation number of 0.3. The
Nu ratio then increases with the rotation number up to Ro=0.67.
The increase of the Nu ratio is due to the development of large-
scale reverse flow cells �Wagner et al. �13��. However, in a square
channel �AR=1:1�, the heat transfer ratio continues to decrease
until the rotation number is 0.2 at the downstream location in the
first passage, as reported by Wagner et al. �13�. The Nu ratio on
the inner/outer trailing surfaces also increases with increasing ro-
tation number, as shown in Fig. 9. The heat transfer enhancement
due to rotation in the inner and outer regions is smaller because of
the orientation of the rotating channel. The effect of the rotation-
induced secondary-flow pattern on these regions is weaker. The
radially inward flow in the second passage reverses the direction
of the Coriolis forces. Figure 9 also shows the effect of rotation on
the Nu Ratio in Region 10. No significant difference in Nu ratios
for the leading and trailing surfaces is observed when rotation

Fig. 9 Nu ratio „Nu/Nus… distribution with respect to the rota-
tion number in Regions 4 and 10
number is smaller than 0.12. Afterwards, the leading surface Nu

AUGUST 2008, Vol. 130 / 081701-5
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atios are greater than the trailing. At Outer Region 10, it is inter-
sting to note that the outer trailing surface has greater heat trans-
er than the outer leading surface. The Nu ratios at Inner Region
0 on the leading and trailing surfaces increase up to a rotation
umber of 0.33. Afterwards, the trailing surface Nu ratios remain
evel at approximately a Nu ratio of 1.2. The Nu ratio on the
eading surface begins to decrease after a rotation number of 0.3.

The tip region is located at the end of the test section, where the
80 deg turn connects the first passage and the second passage �cf.
igs. 3 and 4�. The incoming flow impinges on the tip region and
reates the highest heat transfer throughout the entire channel.
mpingement of the mainstream flow occurs on both Tip Regions

and 7, and enhances the heat transfer significantly in the tip
egion. The Nu ratio distribution with respect to the rotation num-
er for the tip region is shown in Fig. 10. The rotation also en-
ances the heat transfer in the tip region. The heat transfer en-
ancement in this region is due to the combined effects of Coriolis
orce and the turn-induced secondary flow. The largest Nu ratio of
.2 for Tip 6 occurs on the trailing surface at a rotation number of
.67. At Tip 7, the largest Nu ratio of approximately 2.4 occurs at
rotation number of 0.67. The heat transfer on the trailing surface

s higher than the leading surface in the tip region. Liou et al. �11�
eported that as the rotation number increases, the magnitude of
he secondary-flow velocity increases linearly and the magnitude
f turbulence intensity level increases exponentially in the
80 deg turn region. This explains why the heat transfer ratio also
nhances in the tip region.

Buoyancy Parameter Effects. The buoyancy parameter due to
he centrifugal force and the temperature difference is important
ecause of the high rotating speed and large temperature differ-
nces in the actual engines. For the radial outward flow, the
otation-induced buoyancy force aids the inertia force. This force
pposes the inertia force in the second passage because the main
ow direction is reversed. The buoyancy parameter, as defined by
agner et al. �13�, is used to present the combined effects of the
oriolis and buoyancy forces.

Ro =
�Dh

Ub
�5�

he local buoyancy parameter can be rewritten by incorporating
he measured wall and coolant temperatures, as shown in Eq. �7�.

Box = ���

�
�

x

�Ro�2 Rx

Dh
�6�

Box =
Tw.x − Tb,x

Tf ,x
�Ro�2 Rx

Dh
�7�

he local film temperature is the average of the local wall and the
ocal coolant temperatures.

ig. 10 Nu ratio „Nu/Nus… with respect to the rotation number
n the tip region
Tf ,x = �Tw,x + Tb,x�/2 �8�

81701-6 / Vol. 130, AUGUST 2008
Five Reynolds numbers, each at four rotational speeds, are pre-
sented at corresponding buoyancy parameters. In addition to the
inlet density ratio of 0.10, the results of two additional density
ratios of 0.14 and 0.16 are also presented. The rotation buoyancy
effects, on the Nu ratio �Nu /Nus�, caused by the radially outward
flow in the first passage, are shown in Fig. 11. In the first passage,
the Nu ratio on the trailing surface increases with an increase of
the buoyancy parameter. In Region 1, the entrance effects domi-
nate over the rotation effects and the Nu ratios are close to 1.1.
The Nu ratio on the leading surface continues to decrease in Re-
gions 1 and 2 because of the turbulence decay near the wall.
However, the large-scale development of the recirculation flow
will enhance the heat transfer at high buoyancy parameters.
Therefore, Regions 3 and 4 show that the Nu ratio on the leading
surface decreases, and then increases with an increase of the
buoyancy parameter. The recirculation flow starts to develop near
a buoyancy parameter of 0.8 in Regions 3 and 4. Fu et al. �8�
showed a similar trend but at a buoyancy parameter of 0.08. The
recirculation effect enhances the heat transfer ratio on the leading
surface above that of the stationary case in Region 4. The heat
transfer ratio is about 2.2 times higher than the stationary case at
a buoyancy parameter of 2.0 in Region 4. The Nu ratio difference
between the leading surface and trailing surface is small until the
buoyancy parameter is larger than 0.3 in Region 1. However, the
Nu ratio difference between the leading surface and trailing sur-
face becomes larger when the buoyancy parameter is larger than
0.01 in Region 4. It also shows that the entrance effect decreases
along the streamwise direction.

Figure 12 shows the effect of the buoyancy parameter on the
Nu ratio �Nu /Nus� in the regions near the 180 deg turn in the test
section. In Region 5, the heat transfer ratio on the leading surface
decreases slightly up to a buoyancy parameter of 0.3, where then
it begins to increase. In Region 6, the heat transfer increases as the
buoyancy parameter increases on both the leading and trailing
surfaces. The heat transfer enhancement on the trailing surface in
Region 6 is about 2.7 times greater than the stationary case. The
trailing surface experiences higher heat transfer augmentation
than the leading surface at the other regions in the first passage. At
Tips 6 and 7, the radially outward flow directly impinges on the
surface. In this region, the heat transfer is considerably higher
than any other surfaces in the test section. However, the heat
transfer ratio is smaller when compared to Regions 6 and 7. This
shows that the rotation effect is smaller due to the flow impinge-

Fig. 11 Nu ratios „Nu/Nus… with respect to buoyancy param-
eter from Regions 1 to 4
ment. The heat transfer increases when the buoyancy parameter
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ncreases. At low buoyancy parameters, the strong turbulence
ixing near the turn dominates over the rotation effects. The heat

ransfer ratio in the tip region is slightly greater on the trailing
urface than the leading surface. Regions 7 and 8 are strongly
ffected by the turn-induced secondary flow and the radially in-
ard flow in the second passage. The Nu ratio is slightly higher
n the leading surface than the trailing surface for both Regions 7
nd 8 at higher buoyancy parameters. Figure 13 shows the effect
f the buoyancy parameter on the Nu ratio in Regions 9–12 in the
econd passage. In the second passage, the combination of the

ig. 12 Nu ratios „Nu/Nus… against buoyancy parameter from
egions 5 to 8

ig. 13 Nu ratios „Nu/Nus… with buoyancy parameter from Re-

ions 9 to 12

ournal of Heat Transfer
rotation-induced buoyancy force, the inertia force, and the Corio-
lis force serves to show the effects of rotation. In these four re-
gions, radially inward flow moves the core coolant toward the
leading surface. Therefore, higher Nu ratios are observed on the
leading surface when compared to the trailing surface. Heat trans-
fer increases with the buoyancy parameter on both the leading and
trailing surfaces. Close to the exit of the channel, the effects of the
180 deg turn are reduced. The difference in heat transfer ratios
between the leading and trailing surfaces increases in the stream-
wise direction.

Average Heat Transfer Ratio. The average Nu ratios
�Nu /Nus� in the first passage are presented in Fig. 14. The results
are based on the six copper plates on the leading surface and the
six copper plates on the trailing surface. Results from the current
study show a smaller enhancement on the trailing surface and
smaller degradation on the leading surface than that of the fully
developed flow. The data from Fu et al. �8� are with an unheated
entrance length to provide a hydrodynamically fully developed
flow condition. The effect of rotation in the current study is
greatly reduced because of the entrance geometry with redirected
sharp bend in the first passage. The two sets of data show similar
trends and the heat transfer ratio on the trailing surface is higher
than the leading surface. The average Nu ratio on the trailing
surface from Fu et al. �8� and the current study increases with the
rotation number and buoyancy parameter. For the current study,
the maximum average Nu ratio of 1.95 occurs at a rotation num-
ber of 0.67 and buoyancy parameter of approximately 1.2 on the
trailing surface in the first passage. The Nu ratio is correlated to
both the rotation number and buoyancy parameter with a power-
law function. The experimental Nu ratio results are within �10%
of the correlation curve for both the rotation number and buoy-
ancy parameter.

In Fig. 15, the average Nu ratio for the second passage is pre-
sented. The average Nu ratios on both the leading and trailing
surfaces increase with the rotation number and the buoyancy pa-
rameter. The results of the current study and those of Fu et al. �8�
in the second passage have similar trends and levels because both
of them have the same 180 deg sharp turn. The experimental re-
sults can be correlated by a power-law function and the discrep-
ancy is about �12%. The buoyancy parameter effect on heat
transfer in the second passage is strongly affected by the 180 deg
turn geometry. The average heat transfer ratios on the leading and
trailing surfaces increase with the rotation number as well as the
buoyancy parameter. The maximum Nu ratio of 2.3 occurs at a
rotation number of 0.67 and buoyancy parameter 1.0 on the lead-
ing surface in the second passage. The above results show that the
rotation number can be used to correlate the data from different

Fig. 14 Average Nu ratios „Nu/Nus… „six points… in the first
pass
rotational speeds and Reynolds numbers. The buoyancy parameter

AUGUST 2008, Vol. 130 / 081701-7
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s capable of quantifying the effects of rotation even with the
ontribution from different density ratios, rotational speeds, and
eynolds numbers.

onclusions
This study further increases the understanding of the effects of

he entrance geometry and rotation on heat transfer in a two-pass
ectangular �AR=1:4� rotating channel. The range of the rotation
umber and buoyancy parameter was extended to values above
hose in current open literature sources. The rotation and buoy-
ncy parameters in this study reached 0.67 and 2.0, respectively.
revious studies only reported results for the leading and trailing
alls of the flow channel, and this study has provided new insight

o the heat transfer behavior in the tip region of the flow channel.
isted below are the important findings from the research work
erformed.

1. The rotation effect on heat transfer on the leading and trail-
ing surfaces in the first passage is dramatically reduced by
the redirected sharp-bend entrance. As the rotation number
increases, the rotation effect begins to dominate over the
entrance effect in the first passage. The effect of the entrance
geometry is diminished in the second passage due to the
strong 180 deg turn effect.

2. Heat transfer increases on the trailing surface in the first
passage as the rotation number increases. On the leading
surface, in the first passage �x /Dh of 4.375�, the heat transfer
initially decreases but begins to increase when the rotation
number reaches a critical value of 0.3. This phenomenon is
due to the formation of large-scale rotating buoyancy gener-
ated reverse flow cells.

3. The increased range of the buoyancy parameter and rotation
number, reached in this study, can be used to predict the heat
transfer enhancement from different rotational speeds, Rey-
nolds numbers, and density ratios.

4. The tip region experiences the highest heat transfer ratio
over the entire channel because of the direct impingement of
the main flow, 180 deg sharp turn-induced secondary flow,
and rotation. Rotation increases the heat transfer �Nu /Nus�
by 2–2.5 times in the tip portion. The largest Nu ratio
�Nu /Nu0� observed was between 6.0 and 8.0 in the tip re-
gion.

5. As the rotation number increases, the heat transfer increases
on both the leading and trailing surfaces in the second pas-
sage. This trend is different from both the square �AR
=1:1� and AR=1:2 channels. The difference is attributed to
the geometrical effects of the 1:4 aspect ratio channel with
180 deg sharp turn on the Coriolis-induced secondary flow

ig. 15 Average Nu ratios „Nu/Nus… „six points… in the second
ass
in the second passage.
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Nomenclature
A � projected surface area of a copper plate

segment
Ah � total heater surface area

AR � channel aspect ratio, W :H
Box � local buoyancy parameter, ��� /��xRo2�Rx /Dh�
Dh � channel hydraulic diameter
H � channel height
h � regionally averaged heat transfer coefficient
I � current
k � thermal conductivity of the coolant
L � length of the heated portion of the test section

Nu � regionally averaged Nusselt number
Nu0 � Nusselt number for fully developed turbulent

flow in nonrotating smooth pipe
Nus � regionally averaged Nusselt number under sta-

tionary condition
Pr � Prandtl number of the coolant

Qnet � net heat transfer
Qloss � external heat loss

R � mean radius of rotation
Rx � local radius of rotation
Re � Reynolds number
Ro � rotation number, �Dh /Ub

Tw,x � regionally averaged wall temperature
Tb,x � local coolant bulk temperature
Tf ,x � local film temperature
Ub � bulk velocity in streamwise direction
V � voltage
W � channel width
� � angle of channel orientation with respect to the

axis of rotation
	 � viscosity of the coolant
� � density of the coolant

��� /��in � inlet coolant-to-wall density ratio, �Tw−Tbi� /Tw

��� /��x � local coolant-to-wall density ratio
� � rotational speed
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Enhancement of Thermohydraulic
Performance of Turbulent Flow in
Rectangular and Square Ribbed
Ducts With Twisted-Tape Inserts
The thermohydraulic performance of turbulent flow of air through rectangular and
square ribbed ducts with twisted-tape inserts has been experimentally studied. The per-
formance is influenced by the twisted-tape-generated swirl flow and the boundary layer
separation, reattachment, and flow recirculation due to the ribs. Correlations developed
for friction factor and Nusselt number satisfactorily predict the experimental data. The
performance of the ribbed ducts with full-length twisted-tape inserts is found to be better
than only ribbed ducts and ducts with only twisted-tape inserts. The regularly spaced
twisted-tape elements in specific cases significantly perform better than their full-length
counterparts. However, the short-length twisted-tape performance is worse than the full-
length twisted tapes. �DOI: 10.1115/1.2909611�

Keywords: forced convection, turbulent flow, twisted-tape, transverse ribs, heat transfer
augmentation, uniform wall heat flux
ntroduction
References �1–12� give information on friction and heat transfer

n channels having ribs. Han �9� identified that the heat transfer
erformance in a stationary ribbed channel primarily depends on
he channel aspect ratio, the rib configuration, and the flow Rey-
olds number.

Webb et al. �13� studied the repeated rib heat transfer in circular
ross-sectioned tubes. Taslim et al. �14� studied the coolant chan-
el shapes that are relevant for the leading edge of an airfoil.
kkad and Han �15� used a transient liquid crystal technique to
easure the detailed heat transfer coefficient profile in a smooth,

harp 180 deg turn. Though there are several fundamental studies
n rib turbulated surfaces, in Acharya et al. �16,17�, the results
elated to turbine applications are addressed. Acharya et al. �18�
eported detailed measurement of the velocity, temperature, and
eat transfer in both developing and periodically developed re-
ions of a ribbed duct. Ekkad and Han �19� studied different rib
onfigurations in a two pass channel. Ekkad et al. �20� studied the
etailed heat transfer coefficient distributions with different rib
rientations in a two pass channel with film cooling bleed holes.
ore recent works on ribs �21–39� deal with rotation of the chan-

el and the angled ribs.
Twisted tapes are useful for some turbulent duct flow applica-

ions �40–44�. Kieda et al. �45� investigated the single-phase water
ow and heat transfer in a rectangular cross-sectioned twisted
hannel. Zhang et al. �46� used twisted-tape inserts and ribs in a
ircular tube. Later, Zhang et al. �47� used different types of in-
erts to study the combined rib and twisted-tape inserts in square
ucts.

Figure 1�a� shows the layout of a duct containing a full-length
wisted tape. Figure 1�b� shows the layout of a duct containing
egularly spaced twisted-tape elements.

It is clear from the literature review that no results of systematic

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL IN HEAT TRANSFER. Manuscript received May 15, 2007; final manuscript received
ugust 18, 2007; published online June 3, 2008. Review conducted by Anthony M.
acobi.

ournal of Heat Transfer Copyright © 20
experimental study of heat transfer and pressure drop characteris-
tics of turbulent flow through square and rectangular ribbed ducts
with twisted-tape inserts are available.

The following major tasks have, therefore, been undertaken in
the present investigation:

1. To study the heat transfer and pressure drop characteristics
of the above mentioned flow situation.

2. To study the effects of twisted-tape length, space ratio, Rey-
nolds number, rib heights, rib spacing, and duct aspect ratio
on friction factor and Nusselt number.

3. To develop correlations for prediction of friction factor and
Nusselt number.

4. To evaluate the performance of the combined use of trans-
verse ribs and twisted tapes.

Figure 1�c� shows the duct cross section having ribs in opposite
walls and twisted tapes centrally placed in the duct cross section.
Twisted tapes are axially placed inside the duct. The objective of
the present work is to see whether the ribs can be made useful for
turbulent flow when they are used in combination with twisted
tapes. Many heat exchangers use square and rectangular ducts.

Experimental Setup, Operating Procedure, and Data
Reduction

Three �one square and two rectangular� channels for heat trans-
fer measurements were constructed. Also three �one square and
two rectangular� acrylic channels �for pressure drop measure-
ments� of same dimensions as those of heat transfer channels were
constructed. The square channel with AR=1 had 13�13 mm2

cross section. Rectangular channels with AR=0.5 and 0.333 had
13�26 mm2 and 13�39 mm2 cross sections, respectively. The
hydraulic diameters of the channels were 13 mm, 17.33 mm, and
19.50 mm, respectively. An acrylic plenum was connected to the
inlet of the test channel to provide uniform inlet velocity to the
test channel by smooth bell-shaped transition. The sketch of the
test channel and the associated plenum is shown in Fig. 2�a�. The
values of �a, b, and l� were �39 mm, 39 mm, 195 mm�, �39 mm,

78 mm, 260 mm�, and �78 mm, 117 mm, 487 mm� for AR=1,

AUGUST 2008, Vol. 130 / 081702-108 by ASME
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(b)

(c)

Fig. 1 „a… Layout of a duct containing a full-length twisted-tape; „b… layout of a duct containing regularly spaced

twisted-tape elements; „c… duct cross sections showing rib and twisted-tape inside the ducts
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R=0.5, and AR=0.333 ducts, respectively. For all cases of pres-
ure drop as well as heat transfer measurements, L was 1275 mm.

Each wall of the heat transfer test channel was made of non-
onductive material. The nonconductive wall was constructed by
he combination of a 1.5 mm thick wood board and a 12.8 mm
hick acrylic plate. Thin ceramic foils were placed on the inner
ide of the wood board surface for electrical and thermal insula-
ion. Then 0.025 mm thick stainless steel foils were cemented to
he inner face �ceramic surface� of each wall, individually con-
rolled by a Variac transformer, for controllable electrical heating
o the test channel. The cross section of the test channel and the
istributions of electrical foil heaters are sketched in Figs. 2�b�
nd 2�c�.

For ribbed channel heat transfer tests, transverse brass ribs with
square cross section were periodically fixed in line on the top

nd bottom walls of the foil heated channels in a required distri-
ution. Brass ribs were not in electrical contact with the stainless
teel foil heaters. Mica sheet insulation with adhesive was given
o the rib surface in contact with the heater foils. Each heat trans-
er test channel had 28 �36 gauge copper Constantan� thermo-
ouples, at seven axial locations and 4 thermocouples at each

Fig. 2 „a… Sketch of the test channe
section; „c… distributions of electrica
xial location �1 in the middle of each edge along the periphery�.

ournal of Heat Transfer
The axial positions of the thermocouples from the onset of heating
along the downstream direction were 0.025 m, 0.225 m, 0.425 m,
0.625 m, 0.825 m, 1.025 m, and 1.225 m respectively. The ther-
mocouples were connected to a 36 point selector switch box,
which in turn was connected to a digital multimeter and a single
cold junction at 0°C. The mass flow rate of air was calculated by
measuring the pressure drops across the orifice meter. The power
supplied to each heat transfer test channel was measured by digital
voltmeter and ammeter. The inlet and outlet bulk fluid tempera-
tures to the test sections were measured by thermocouples placed
5 cm upstream from the inlet and 20 cm downstream from the
outlet of each test section.

In each pressure drop test channel with transverse acrylic ribs,
12 pressure taps along the top ribbed wall were used for the static
pressure drop measurement. Pressure drops in the test channel
were measured by using vertical U-tube water manometer. Air
was forced through the test channel by a blower. The twisted tapes
were made from ��=0.37 mm� thick stainless steel strip. Pieces of
stainless steel rods of �d .Dh=1.5 mm� diameter were used to

nd plenums; „b… test channel cross
il heaters
ls a
l fo
make the tape rod assembly. Only one twisted tape was axially

AUGUST 2008, Vol. 130 / 081702-3
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nd centrally placed in the plane of the cross section in each duct
nd steel lugs kept the tapes in place.

In an experimental run, the blower was switched on and the
eat input to the test section was set to the required value by
djusting the autotransformers. The air flow rate was controlled to
he desired value. The air mass flow rate was calculated by noting
he pressure drop across the orifice meter.

The bulk temperature of the fluid at any axial position at a
istance z from the inlet was computed by assuming a linear tem-
erature variation along the length. The duct inner wall tempera-
ures were determined from the measured values of the outer wall
emperature by applying the one dimensional heat conduction
quation. There was only 3–5% of maximum wall temperature
ariation in peripheral outside wall temperature measured at four
ocations in an axial station. The circumferentially averaged inner
all temperature �Twi� at any axial position was taken as the arith-
etic mean of the inner wall temperatures at that axial position.
he heat transfer coefficient �h� at any axial position was deter-
ined from the heat flux based on the inner surface area; the

verage inner wall temperature and the calculated fluid bulk mean
emperature at that axial position. The local Nusselt numbers were
xially averaged by trapezoidal rule. The properties of the fluid
ere evaluated at the mean bulk temperature.
The values of the parameters investigated were as follows:

�a� Mass flow rate, ṁ=0.722–6.851 kg /min
�b� Reynolds number, Re=11,543�Re�108,166
�c� Prandtl number, Pr=0.7
�d� Heat flux, q�=956–8923 W /m2

�e� �Tb=Tbo−Tbi=5.280–20.697°C
�f� �T=Twi−Tb=72.265–145.587°C

n uncertainty analysis as suggested by Kline and McClintock
48� showed that uncertainties involved in the estimation of fric-
ion factors were within +4% and those involved in the estimation
f Nusselt number were within +7.5%. Detailed calculations of
ncertainty analysis are shown in Ref. �49�.

More information about this section can be obtained from Ref.
50�.

esults and Discussion

Manner of Presentation of Results. The pressure drop results
re presented in terms of f , where f is given by

f = ��DP,RP,TTP,Re� �1�
nd the heat transfer results are presented in terms of Nu, where
u is given by

Nu = ��DP,RP,TTP,Re,Pr,BC� �2�

here DP=duct parameter, RP=rib parameters, TTP
twisted-tape parameters, Re=Reynolds number, Pr=Prandtl
umber, and BC=thermal boundary condition imposed on the
uct wall. The test section was subjected to uniform wall heat flux
UWHF� thermal boundary condition.

The short-length twisted-tape �TTP� results will be presented
rst and regularly spaced twisted-tape elements �TTP� results will
ollow. Different types of parameters will be referred to, as and
hen these are discussed.

Validation of the Experimental Setup. The present experi-
ental setup was validated by carrying out pressure drop experi-
ents in plain rectangular duct �DP� with aspect ratio AR
0.333 and comparing the present friction factor data with Blasius
orrelation �f =0.079 Re−0.25� with the circular tube diameter re-
laced by the hydraulic diameter of the duct. The present experi-
ental data was within +8.5% of the Blasius correlation. The

xperimental setup was further validated by carrying out heat
ransfer measurements in the rectangular duct �DP� �AR=0.333�

ith only transverse ribs and comparing the present Nusselt num-

81702-4 / Vol. 130, AUGUST 2008
ber data with those predicted by the correlation given in Ref. �9�.
The present experimental data were within +10% of that predicted
by the correlation given in Ref. �9�.

Comparison of Present Data With Other Data. Figure 3
shows the present short-length twisted-tape �TTP� friction factor
data and Figure 4 shows the present regularly spaced twisted-tape
elements �TTP� friction factor data. These figures also show data
for only twisted tapes �51� and for only transverse ribs �9�. Figures
5 and 6 show the corresponding Nusselt number data. Figures 3–6
show that the present duct configurations are having maximum
pressure drop and heat transfer. This observation is particularly
true for Re�50,000 in the case of heat transfer because of the
flatter temperature profiles at higher Reynolds number. Only the
ribs are having the lowest heat transfer and pressure drop and only
the twisted tapes lie in-between in terms of heat transfer and pres-

Fig. 3 Comparison of present friction factor data with other
data, AR=0.333; only twisted tape „full-length twisted tape…;
only ribs, e /Dh=0.0735, P /e=10; ribs and short-length twisted
tape; l=0.9, e /Dh=0.0735, P /e=10; for all cases, Y=2.5

Fig. 4 Comparison of present friction factor data with other
data, AR=0.333; only regularly spaced twisted-tape elements,
s=2.5; only ribs, e /Dh=0.0735, P /e=10; ribs and regularly
spaced twisted-tape elements; s=2.5, e /Dh=0.0735, P /e=10;

for all cases, Y=2.5

Transactions of the ASME
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ure drop. These results are expected since ribs affect only near-
all flow and they do not affect the main body of flow through the
uct. Therefore, momentum and thermal energy diffusion are in-
uenced by the ribs only in the near-wall region. However,

wisted-tape-generated flow is the helical faster flow with rapid
omentum and thermal energy diffusion. Combined twisted-tape

nd ribs cause additional momentum loss and thermal energy dif-
usion due to the inertia as well as boundary layer separation and
eattachment and flow recirculation.

Short-Length Twisted-Tape (TTP) Results

Friction Factor Results. Only the isothermal friction factor data
ave been generated. Nonisothermal friction factor data can be
erived using the well-known correction factor. Following the ob-
ervation made in Ref. �51�, twist ratio, y=2.5, only has been
onsidered. Performance of the short-length twisted tape has been
ompared to the full-length twisted tape �TTP�.

ig. 5 Comparison of present Nusselt number data with other
ata, AR=0.333; only twisted tape „full-length twisted tape…;
nly ribs, e /Dh=0.0735, P /e=10; ribs and short-length twisted

ape; l=0.9, e /Dh=0.0735, P /e=10; for all cases, Y=2.5

ig. 6 Comparison of present Nusselt number data with other
ata, AR=0.333; only regularly spaced twisted-tape elements,
=2.5; only ribs, e /Dh=0.0735, P /e=10; ribs and regularly
paced twisted-tape elements; s=2.5, e /Dh=0.0735, P /e=10;

or all cases, Y=2.5

ournal of Heat Transfer
Effect of Twisted-Tape Length (TTP). l=1 refers to the full-
length twisted tape and l�1 is the short-length twisted tape. As
shown in Fig. 7, the friction factor decreases as the twisted-tape
length �TTP� decreases; this is particularly true for l�0.9. For l
=1 and l=0.9, the results are not much different. However, Ma-
zumder �50� has shown that twisted tapes with l�0.5 do not
generate sufficient swirl effect in the flow. The reason of decreas-
ing friction factor with decreasing l is the decrease in friction
surface area and the early decay of the swirl; there is straight flow
in the downstream. The swirl intensity created by the twisted tape
is more important than the amount of tape surface area; this is the
reason why the friction factor does not continue to monotonically
decrease as the tape length continues to decrease beyond a certain
point.

Effect of Duct Aspect Ratio (DP). Figure 8 shows the effect of
aspect ratio �DP� of duct on friction factor. As the aspect ratio
��1� decreases, the friction factor increases. This is because the
lower the aspect ratio, the more the mixing of the more asymmet-
ric velocity profiles and the secondary motion and loss of momen-
tum.

Fig. 7 Effect of twisted-tape length „TTP…—friction versus
Reynolds number—AR=1, e /Dh=0.0441, P /e=10; for all cases,
Y=2.5

Fig. 8 Effect of duct aspect ratio „DP…—friction versus Rey-
nolds number—l=0.7, e /Dh=0.0441, P /e=20; for all cases, Y

=2.5

AUGUST 2008, Vol. 130 / 081702-5
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Effect of Rib Heights (RP). Figure 9 shows that the friction
actor increases with the increase of rib heights �RP�. As the rib
eight increases, the asymmetric velocity profiles in the fluid mix
ocally more vigorously due to the stronger secondary flow and

ore recirculation. With higher blockage of the channel, pressure
rop increases with no significant increase in heat transfer. The
ptimum value of �e /Dh� is somewhere between 0.05 and 0.15;
lthough �10% blockage of the channel is not generally used.

Effect of Rib Spacing (RP). As the rib spacing �RP� increases,
he friction factor decreases �Fig. 10�; with the increased rib spac-
ng, there is less number of occasions of boundary layer separa-
ion and reattachment on the wall. Also, for wider rib spacing, a
hicker boundary layer is developed after flow reattachment be-
ween the ribs. However, for wider rib spacing, there will be
oorer enhancement in heat transfer also due to the smaller con-
ribution of the rib-top Nusselt number. On the other hand, with

ore ribs packed per unit surface area, there will be very high

ig. 9 Effect of rib height „RP…—friction versus Reynolds
umber—l=0.9, AR=0.333, P /e=10; for all cases, Y=2.5

ig. 10 Effect of rib pitch „RP…—friction versus Reynolds

umber—l=0.9, AR=0.5, e /Dh=0.0441; for all cases, Y=2.5

81702-6 / Vol. 130, AUGUST 2008
pressure drop due to the additional momentum loss. P /e is seldom
�10 or �20; there is no exact optimum value, either.

Nusselt Number Results. Figures 11–14 show the effects of
twisted-tape length �TTP�, duct aspect ratio �DP�, rib height �RP�,
and rib spacing �RP� on Nusselt number. In Fig. 11, l=1 refers to
the full-length twisted tape and l�1 refers to short-length twisted
tape. The thermal behavior is similar to the hydrodynamic behav-
ior. However, the effect of duct aspect ratio �DP� is not as strong
as it was in the case of pressure drop measurements, thus defying
the Reynolds analogy. Here, the Prandtl analogy and Karman–
Boelter–Martinelli analogy are applicable, turbulent and molecu-
lar transport being equally important. It is conjectured here that
the duct aspect ratio �DP� does not have significant effect on ther-
mal boundary layer thickness and the consequent convective ther-
mal resistance.

Fig. 11 Effect of twisted-tape length „TTP…—Nusselt number
versus Reynolds number—AR=1, e /Dh=0.0441, P /e=10; for all
cases, Y=2.5

Fig. 12 Effect of duct aspect ratio „DP…—Nusselt number ver-
sus Reynolds number—l=0.7, e /Dh=0.0441, P /e=20; for all

cases, Y=2.5
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Regularly Spaced Twisted-Tape Element Results

Friction Factor Results

Effect of space ratio, s (TTP). Figure 15 shows that the friction
factor increases as s decreases since there is more frequent mixing
and momentum loss. Also, small s means more number of
twisted-tape elements and more friction surface and attendant
pressure loss.

Effect of duct aspect ratio (DP), rib height (RP), and rib spac-
ing (RP). The behavior of the regularly spaced twisted-tape ele-
ments is similar to the behavior of short-length twisted tapes.

It is generally true in all friction factor results that the boundary
layer separates at the ribs and reattaches further downstream;
there is also recirculation and associated momentum loss increas-
ing pressure drop due to the fluid mixing.

Nusselt Number Results. All observations for heat transfer
measurement are similar to those for pressure drop measurements.

The buoyancy effect in the plain duct portion in the case of
short-length twisted tape and in the annular space region in the
case of regularly spaced twisted tape elements has been reflected
in the Nusselt number correlations. The swirl flow inertia forces
were persistent in the twisted-tape region.

Effect of Compressibility of Air. Aerodynamic heating of the
thermal boundary layer is manifested in the dissipation of heat due
to the viscous stress related shear work causing adiabatic tempera-
ture rise Tad,r of air given by

Tad,r = Rf � Vel � Vel � 0.5Cp
−1

where Rf is the recovery factor and Rf =Pr0.3333, for turbulent flow.
In the present investigation, the maximum temperature of air

was limited to 40°C; the maximum air velocity was 123 m /s and
maximum Tad,r was likely to be 6.68°C.

For this compressibility effect of air, the Nu values presented in
the figures could be 1–3% higher. However, the performance ra-
tios R1 and R2 calculated considering this compressibility effect of
air did not give any qualitatively different result and the conclu-
sions drawn in this investigation are correct.

Correlations and Performance Evaluation

Correlations. All the correlations have been developed by log-
linear regression analysis. The correlation of friction factor for
internal rib turbulators with short-length twisted tapes has been
found to be

f Re = K�1 + 10−6��Re2

y
�� 	

	 − � 4�

Dh
��

��1 + � 	

2y
�2�0.5

�
2.67

�
1/7 � e

Dh
�0.0343

l0.178

�P

e
�0.739

�AR�1.52

�3�

where

K = 17.355
�	 + 2 − 2� �

Dh
��2

� 	

	 − 4� �

Dh
��

�1 + � 	

2y
�2� �4�

The correlation of friction factor for internal rib turbulators with
ig. 13 Effect of rib height „RP…—Nusselt number versus Rey-
ig. 14 Effect of rib pitch „RP…—Nusselt number versus Rey-
olds number—l=0.9, AR=0.5, e /Dh=0.0441; for all cases, Y
ig. 15 Effect of space ratio „TTP…—friction versus Reynolds
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�
1/7 � e

Dh
�0.135d0.108

s1.075

�P

e
�0.157
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here K is as above in Eq. �4�. The correlation of Nusselt number
or internal rib turbulators with short-length twisted tapes has
een found to be
ents. Nuflt for full-length twisted-tape is taken at the Re, Reflt,
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Nu = 0.023�Term 1 + Term 2�� 1

AR
+ 0.1�0.15

�

� e

Dh
�0.0541

l0.182

�P

e
�0.754 , AR � 1 �6�

where Term 1 and Term 2 given below refer to the forced and free
convections, respectively.
Term 1 = 1.1978Pr0.4	 �4y2 + 	2�0.25�	 − 4� �

Dh
��0.5

��Re2

y
�� 	

	 − 4� �
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�
0.5
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	 − 4
�

Dh
��1 + � 	
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�2�0.5
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0.33

, �Tw = Twi − Tb �8�
he correlation of Nusselt number for internal rib turbulators with
egularly spaced twisted-tape elements has been found to be

Nu = 0.023�Term 1 + Term 2�

�� 1

AR
+ 0.1�0.15� e

Dh
�0.1561d0.122

s1.129

�P

e
�0.136 , AR � 1 �9�

here Term 1 and Term 2 are as above in Eqs. �7� and �8�, re-
pectively. f and Nu are strong functions of P /e for short-length
wisted tape since the swirl is weak and decaying in the down-
tream past the twisted tape and the fluid strongly experiences the
ffect of ribs. Whereas, for the regularly spaced twisted-tape ele-
ents, the swirl is very strong throughout the test duct and as such

he effect of ribs on the flow is weak. Exponential coefficient for
was suggested in Ref. �52�.
All correlations predict the experimental data within +17%.

Performance Evaluation. The performance of the present ge-
metry has been evaluated on the basis of the following two im-
ortant criteria:

• Criterion 1. Basic geometry fixed, pumping power fixed—
increase heat transfer—Performance ratio R1

• Criterion 2. Basic geometry fixed, heat duty fixed—reduce
pumping power—Performance ratio R2

R1 =
Nuslt,rst

Nuflt

uslt,rst at a given Re, Reslt,rst is obtained from the correlation for
hort-length twisted-tape or regularly spaced twisted-tape ele-
where Reflt is calculated from the constant pumping power con-
sideration as

Reflt = �� fslt,rst

f flt
��Ao,slt,rst

Ao,flt
�Reslt,rst

3 �1/3

where

Ao,slt = l�WD − �Dh� + �1 − l�WD

�neglecting rib cross section area�

Ao,rst = ��WD − �Dh�y + �WD −
	d2

4
�s� �y + s�

��neglecting rib cross section area�

Ao,flt = WD − �Dh

R2 =
�f Re3Ao�slt,rst

�f Re3Ao�flt

For a given Re, Reslt,rst, the Nuslt,rst is obtained from the correla-
tion. Reflt corresponding to Nuslt,rst is obtained from the correla-
tion for full-length twisted tape.

Based on these R1 and R2 criteria, full-length twisted tape in
combination with transverse ribs performs better than the cases
with only ribs and only full-length twisted tapes. From the perfor-
mance ratio, it has been observed that short-length twisted tapes
perform worse than their full-length counterparts and, therefore,
these are not recommended.

The performance ratios R1 and R2 for regularly spaced twisted-
tape elements have been evaluated for s=2.5 and s=5.0. Zhang et
al. �46,47� have shown that both heat transfer and pressure drop
are higher with the addition of ribs in the pipe fitted with full-

length twisted tape. Present experimental data corroborate this.
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owever, it is observed that regularly spaced twisted-tape ele-
ents significantly perform better than their full-length counter-

arts for small as well as large transverse ribs with large spacing
or closely spaced twisted-tape elements �s�2.5� and these are
ecommended; there is an 11–31% increase in heat duty at con-
tant pumping power and 12–45% reduction in pumping power at
onstant heat duty, the benefit being more as the duct becomes
hallower with decrease in aspect ratio.

onclusions
The heat transfer and pressure drop characteristics for turbulent

ow through ribbed rectangular and square ducts having twisted-
ape inserts have been experimentally investigated.

The present experimental data and the performance evaluation
how that the full-length twisted-tape inserts in combination with
ransverse ribs in square and rectangular ducts, through which
urbulent flow occurs under constant wall heat flux boundary con-
ition, perform better than both the cases when twisted tapes and
ibs act alone.

The most important finding of the present investigation is that
egularly spaced twisted-tape elements significantly perform bet-
er than the full-length twisted tapes when they act in conjunction
ith transverse ribs for small as well as large transverse ribs with

arge spacing for closely spaced twisted-tape elements �s�2.5�.
However, the short-length twisted tapes perform worse than the

ull-length twisted tape. Correlations useful to designers have
een developed. The buoyancy effect has been observed in the
lain duct portion in the case of short-length twisted tape and in
he annular space region in the case of regularly spaced twisted-
ape elements. This has been taken care of in the Nusselt number
orrelations. The swirl flow inertia forces were persistent in the
wisted-tape region.
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omenclature
A � heat transfer area, m2

Ao � plain duct flow cross-sectional area, =W .D, m2

AR � aspect ratio=W /D, dimensionless
Cp � constant pressure specific heat, J/kg K

CR � contraction ratio, dimensionless
D � depth of the duct cross section, m

Dh � hydraulic diameter of the test duct, =4Ao / P, m
d � nondimensional diameter of the rod connecting

two successive tape elements
d* � actual diameter of the rod=d ·Dh, m

e � rib height, m
f � fully developed Fanning friction factor= �1 /2�

���P / ��V0
2���Dh /z�, dimensionless

H � pitch for 180 deg rotation of twisted tape, m
hz � axially local heat transfer coefficient,

W / �m2 K�
k � fluid thermal conductivity, W/�m K�
L � axial length, length of the duct, m

LT � length of twisted tape, m
l � nondimensional twisted-tape length=LT /L,

dimensionless
ṁ � mass flow rate, kg/min

Num � axially averaged Nusselt
number=1 /L�0

LhzDhdz /k, dimensionless
�P � pressure drop, N /m2

P � wetted perimeter in the particular cross section

of the duct, rib spacing, m

ournal of Heat Transfer
Pr � fluid Prandtl number=Cp /k, dimensionless
Re � Reynolds number based on plain duct diameter

= ��V0Dh� /, dimensionless
S � space between two successive tape elements,

m
s � space ratio=S /Dh, dimensionless
T � temperature, K

�Tw � wall to fluid bulk temperature difference, K
Vo � mean velocity based on plain duct diameter

= ṁ /�A0, m/s
W � width of the duct, m
Y � twist ratio=H /Dh, dimensionless
z � axial length, the distance between the measur-

ing pressure taps, m

Greek Symbols
� � rib angle of attack, deg

 � coefficient of isobaric thermal expansion, K−1

� � tape thickness, m
 � fluid dynamic viscosity, kg/ms
� � density of the fluid, kg /m3

Subscripts
b � at bulk fluid temperature

flt � full-length twisted tape
h � hydraulic diameter
i � inlet
o � outlet

rst � regularly spaced twisted tape elements
slt � short-length twisted-tape
w � duct wall
z � local value
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Numerical Heat Transfer
Optimization in Modular Systems
of Y-Shaped Fins
This paper analyses the heat exchange behavior in systems characterized by Y-shaped
fins through a numerical approach based on a CFD software. Starting from individual Y
profiles, as optimized in a previous work in relation to the dimensionless conductance and
to the performance parameter of efficiency, it has been here investigated the advantage of
a modular use of profiles. The analysis has been performed by superimposing some
dimensional constraints to make immediately comparable the results obtained in the
different configurations faced. Each module considered has a number of fins depending
on the angle � between the two arms of the Y profile. This number depends therefore also
on the horizontal width occupied by the whole system and it is upperly limited by the
value allocated to the best performing individual fin. The results showed a significant
increase of the dimensionless conductance and therefore of the exchanged thermal power
for those multifin configurations with low values of �. This result validates the new
optimization criterion proposed. �DOI: 10.1115/1.2927396�
Introduction
The requirements of the modern industry give an ever more

mportant role to heat exchanging systems. In fact, each perfor-
ance increase of any device always involves a higher heat flux

roduced that, if not removed, could damage the device itself.
his is the case of the electronic industry and, more generally, of

he heat exchangers industry. In many applications, in fact, the
hermal load generated during the activity of the systems causes
o important technical malfunctioning to remarkably reduce the
erformances of the systems involved. In some cases, this prob-
em can also lead to the physical destruction of certain compo-
ents �1�. A classic example is that of the CPU. In every computer,
n fact, both for domestic and for professional use, it is employed

cooling device based on forced convection modules aimed at
efrigerating the core of the data processing system. Those heat
xchangers utilize fans and highly conductive bars opportunely
haped to remove in an effective way the thermal power internally
enerated. An increase of temperature following a not suitably
issipated heat flux could cause a burnout or a fusion of the work-
ng components. The classical approaches to design these auxil-
ary systems are based on the physical realization of the models
nd their successive testing in laboratory, so to define the perfor-
ance parameters of interest �2,3�. The experimental method,

owever, immediately appears expensive, both in time and in fi-
ancial terms. Moreover, it also generally results to be just par-
ially effective because of the number of possible combinations
mong the geometrical parameters that characterize a component.
n addition, the experimental error also affects the quality of the
esults. Modern industry is ever more oriented to find more per-
orming systems, subjected, at the same time, to a growing request
f volume reduction. This factor obviously introduces the neces-
ity of an increased designing freedom, limited in the classical
pproaches by budget and time requirements. These problems
ave given therefore growing importance to the numerical ap-
roaches, which seem to match such requirements. References
4,5� adopt this technique to define and analyze some geometric

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received June 8, 2006; final manuscript received
ugust 31, 2006; published online May 29, 2008. Review conducted by Yogesh
aluria.
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configurations for heat exchangers to be used in electronics. How-
ever, the problem here faced starts from that in Ref. �6�: Through
the analytical approach typical of the Constructal theory, it was
obtained an optimal T-shaped fin able to maximize the dimension-
less thermal conductance through its root. The same problem in
Ref. �6�, faced and solved positively through a simplified ap-
proach easily applicable to practical cases, has already been stud-
ied in Ref. �7� by the same authors of this paper. The aim was to
propose and validate a method based on a CFD code. This research
team made one step ahead in Ref. �8�, using the same approach to
examine Y-shaped fins. The results obtained justified a new for-
mulation of optimization, based also on efficiency assessment.
The work presented in this paper is based again on the methodol-
ogy applied in Ref. �7� and in Ref. �8�, which is implementing a
geometrical model with a CFD code. The purpose is that of evolv-
ing the results obtained in Ref. �8� by taking advantage of the
efficiency considerations made on that occasion for the Y fins.
This allows for a full coupling of the classical concept of optimi-
zation, proposed in Refs. �6,7� and based on the attainment of the
highest value of conductance, with that of efficiency and horizon-
tal width occupied �“space factor”� �8�. The space factor becomes
so essential for a new general definition of optimization because,
as it has been seen in Ref. �8�, the Y-shaped fin results less opti-
mized �in relation to conductance� but more efficient than the T
shape. Useful information for the present work were also available
in recent publications related to heat transfer in different situations
�9–11�.

2 Model Definition
The geometrical definition of Y shapes has been presented in

Ref. �8�. Three general cases were defined, presented in Figs. 1–3.
Case I: 180 deg����lim The whole set of values for � lying

within the cited interval gives to the fin a shape of arrow and its
lower limit is a value equal to 180 deg, corresponding to a T
shape. The �lim angle represents the upper limit realizing the con-
tact between the arms of the profile and the support the fin is
linked with. Bigger values of � would correspond to the arms
going under the root of the system.

CASE II: �lim 2���180 deg In this case, as in Case III, the
values assumed by � give the fin a Y shape. Their lower limit is

�lim 2, where the intersection between the two arms touches the

AUGUST 2008, Vol. 130 / 081801-108 by ASME
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orizontal support with its lowest part. The upper limit, equal to
80 deg, is instead typical of a T-shape configuration.

Case III: �lim 3����lim 2 A further reduction of � leads the
irtual intersection between the two lowest surfaces of the arms to
appen below the root level.

Analyzing the results obtained in relation to the maximization
f the dimensionless conductance q

1
*, as defined at the end of this

ection, it was observed �8� that its highest value is that obtained
n correspondence to an angle � approximately equal to 180 deg:
his means for a T-shape configuration. The efficiency of thermal
xchange is defined as the ratio between the thermal power ex-

Fig. 1 Case I: 180 deg<�<�lim.

Fig. 2 Case II: �lim 2<�<180 deg

Fig. 3 Case III: �lim 3<�<�lim 2
Fig. 4 Heat exchange efficie

81801-2 / Vol. 130, AUGUST 2008
changed and the highest thermal power exchangeable if the whole
surface of the profile were at the root temperature. The depen-
dence of the efficiency on � proved that the former is higher when
the latter is lower �8�. In particular, the thermal exchange effi-
ciency reached a value in the vicinity of 1 for � getting close to
78 deg, as shown in Fig. 4. A general exam of this result suggests
the possibility of a modular use of Y-shaped fins, each one with a
small value of �, that is, with a limited horizontal width occupied
in relation to the device to be cooled. This hypothesis seems sup-
ported by the analysis of the horizontal dimensionless width
X*��� of each single profile, which is directly proportional to the
angle �. X*���, with respect to the dimensional width X���, was
made dimensionless as follows:

X*��� =
X���

t1
�1�

where t1 is the width of the vertical stem, as shown in Fig. 1. See
also Fig. 5.

The reference term to obtain dimensionless values is t1, held
constant in the whole set of domains analyzed in this research, and
equal to the optimum value obtained in Refs. �7,8�.

Further testing has implied the insertion of a number of fins
equal to i within the same horizontal width X�, typical of the case
with highest dimensionless conductance q

1
* ��=180 deg�. The

number i is an integer number, upperly limited by the value n,
integer part of n ���, defined as follows:

n��� =
X�*

X*���
�2�

As just anticipated, X�* is constant and it corresponds to the hori-
zontal width typical of the T-shaped fin, which has proved to
maximize the dimensionless conductance �7�. Its value is equal to
33.57142. Plotting the trend of n���, one obtains the curve of Fig.
6, from which it can be evicted that the highest number of profiles
that can be inserted within a width X�* is 5, once the constraint of
Y-shape geometry has been set. Further reducing the amplitude of
�, with respect to the minimum of 78 deg previously identified,
would determine meaningless profiles. In fact, the intersection be-
tween the arms of the fin would entirely lie below the root and the
corresponding profile would not be Y shaped anymore.

It is then necessary to show the relationship that defines d,
horizontal distance between the fins in a modular system �Fig. 7�.
This parameter is defined so to make the single fin a modular
element for the system, as clarified in Fig. 7. Modularity is fun-
damental to allow that more systems could be located one close
another with periodical setting.

The expression for the length d is
ncy for Y-shaped fins †8‡
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d =
X�*

i
− 1 �3�

he parameter X�*, as already explained, represents the horizontal
idth of the best performing fin with respect to the dimensionless

onductance ��=180 deg� �8�. The variable i is the number of fins
sed in each case: It can vary from 1 to 5 and its value can be
btained by the curve in Fig. 6, choosing the integer part of n���
or each considered �. The value of t1 gives the width of the
ertical stem of each fin considered. In analogy with Refs. �6–8�,
he boundary conditions are here defined starting from a convec-
ion coefficient h variable in function of the geometry:

h =
a2�

2�A
�4�

here A is the surface subtended by the arms of the fin, as repre-
ented in the example of Fig. 8.

The other parameters are the thermal conductivity � and the
imensionless parameter a that allows for the variation of h, in-
ependently from the other parameters involved in the definition
6�. The value of a is assumed equal to 0.1 �6–8�. Moreover, the
nalysis has been made in the hypothesis of “ideal” forced con-
ection, which could be schematized by an air flow flowing along
he z axis �Fig. 1� with a velocity high enough to keep its tem-
erature constant. CONSOL MULTIPHYSICS requires dimensional val-
es in input to the solver: The temperature T1 at the root of the fin
nd the environmental one T� are set equal to 100°C and 20°C,
espectively. This does not affect the generality of the present
tudy because of the conductance being expressed in dimension-
ess terms, as follows:

Fig. 5 Dimensionless wid
Fig. 6 Number of profiles n„�

ournal of Heat Transfer
q
1
* =

q1

�W�T1 − T��
�5�

where q1 is the thermal power through the root of the fin and W is
the width of the fin in the z axis �Fig. 1�. For the same reason, it
is not a limit to consider, as in Ref. �6�, the thermal conductivity �
equal to 200 W / �m°C�, value typical of aluminium, much used in
thermal-fluid dynamics applications. Once the effect of W on the
use of computational resources was assessed, W itself was as-
signed equal to the minimum value able to make negligible the
checkerboard effects. The depth of the systems under exam so
assumes a hemi-infinite nature, in analogy with Refs. �6,7�.

3 Methods and Tests
The numerical computations have been realized with the code

CONSOL MULTIPHYSICS 3.3 that, using a simple graphical interface,
also allows the creation of simple geometrical models. However,
in the cases here faced, it was preferred a CAD modeling approach,
choosing the IGES file format as sharing tool between the two
informatics applications. Once imported the model in the CFD en-
vironment, it has been generated an opportune mesh �Fig. 9 re-
ports the case of a module with four fins�. Its number of elements
is a function of the angle � and of the number of fins inserted in
each module. It has been obtained a minimum of 63,468 elements
for the configuration with a single fin and � equal to 165 deg; a
maximum of 266,115 elements for a system containing five finned
profiles and an angle � equal to 78 deg. The mesh has been gen-
erated with particular care to the critical zones. Among them are
the intersections between the vertical stem and the arms of the fin,
characterized by high temperature gradients.

of the fin in function of �

*

th
… function of �, given X�
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Results and Comments
The aim of this investigation is to apply those characteristics of

fficiency observed in Ref. �8� �Fig. 4� for single Y-shaped fins, to
multifin module that, based on the same horizontal dimensional

onstraint of an optimized T-shaped fin, could offer better thermal
erformances than the latter. In fact, an increase of efficiency is
ccompanied by a horizontal dimensional reduction, typical of the
-shaped fins, with respect to the T-shape case. Such evidence has
uggested the possibility to use more single Y profiles in a space
f the same horizontal width occupied by an optimal T-shaped fin.
t results therefore fundamental to characterize the trend of the
onductance in this new kind of configurations, evaluating each
ase in function of the number of profiles and of the angle � �Fig.
�.

Consequently, the system offering the best performances could
e considered the result of this novel approach, aimed at reaching
new formulation of optimization, once the fundamental space

actor has also been considered. The numerical analysis has sup-
lied, for all the cases, trends of temperature similar to the ones in
ig. 10, describing the case of a four-fin module. The figure shows

rends in good agreement with those presented in Refs. �6,8�. Rep-
esenting in a Cartesian diagram the trend of the dimensionless
onductance with the angle � and with the number of profiles n,
ne can obtain the pattern of Fig. 11. In the punctual values rep-
esented in Fig. 11, a proportionality between the value of the
imensionless conductance of the single fin and that of the n-fin
ystem has been observed. This means that the value of q* ob-
erved for a n-fin module is very close to the one obtainable
ultiplying n for the conductance of the single fin, with the same

Fig. 7 Modular system of Y-shaped fins

Fig. 8 Area subtended by the arms of a fin
Fig. 9 Mesh generation: case of the four-fin module

81801-4 / Vol. 130, AUGUST 2008
value for �. As it has been assumed an ideal forced convection
condition, where the fluid flows along the z direction �Fig. 10�
with a so high velocity to keep constant its temperature, this result
was expected. The effects of the mutual thermal affections of the
fins are, in fact, negligible.

From the numerical comparisons made between the character-
istics of the reference profile and the results obtained in the mul-
tifin configurations, a noticeable increase of performance rela-
tively to the dimensionless conductance q

1
* has been observed. As

it can be seen in the plot of Fig. 11, the performance in the modu-
lar systems increase considerably, even just adding a second pro-
file, with respect to the case n=1 and �=180 deg. The case ana-
lyzed that gave the best performances was that with n=5 and �
=78 deg, which compared to the reference case resulted 4.034
times more performing. For the given definition of the dimension-
less conductance q

1
*, the thermal conductivity �, the depth in the z

direction W �Fig. 1�, the temperature at the root of the fin T1 and
the environmental temperature T� have been held constant for
each case analyzed. So, under these conditions, the plot of Fig. 11
also represents in a qualitative way the trend of the thermal power
q1 through the root of the system.

5 Conclusions
The optimization research presented in this paper deepens the

knowledge of performance efficiency of Y-shaped fins, starting
from the results obtained in previous works. It was, in particular,
known that a variation of the angle between the two arms of a fin
induces a small reduction of conductance, with respect to the
T-shaped fin case. This effect was, however, associated with a
relevant increase of efficiency of the fin itself. All these consider-
ations have led to studying the effect of a modular system of fins
with the purpose of employing, with the new device, the same
horizontal width previously allocated to simpler systems. This led
to a new assessment of the thermal performances of heat exchang-
ers, also in relation to the dimension of the module. It has been
held, as a start for the realization of new models, the same geo-
metrical constraints tested in the reference papers, choosing the
best performing geometries in relation to the dimensionless con-
ductance of the single-fin systems, and this made the results fully
comparable to the reference ones. The results showed that the
configuration with the best performances �n=5, �=78 deg� guar-
antees a global conductance value 4.034 times higher than the
reference case with n=1 and �=180 deg. Then, a relevant in-
crease of conductance and of thermal power exchanged, with the
same “space occupation” of the reference T-shaped configuration
can be observed. This result can be promising for all those thermal
exchange applications that need better performances with little

Fig. 10 Temperature trend: four-fin module
space available, as it happens in many technical fields.
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omenclature
a � dimensionless parameter, Eq. �4�
A � area �m2�
d � space between two fin in the array �m�
h � heat transfer coefficient �W m−2 K−1�
i � number of modules

n��� � dimensionless ratio, Eq. �2�
q � heat flux �W�
t � thickness �m�

T � temperature �K�
W � width �m�

X��� � length of the Y-shaped fin �function of �� �m�
X� � length of the optimal T-shaped fin �m�

reek Letters
� � angle �deg�
� � fin thermal conductivity �W m−1 K−1�

ubscripts
1 �one� � root

� � local environment

uperscript
�*� � dimensionless variables
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Phase Change Heat Transfer
Enhancement Using Copper
Porous Foam
A detailed experimental and analytical study has been performed to evaluate how copper
porous foam (CPF) enhances the heat transfer performance in a cylindrical solid/liquid
phase change thermal energy storage system. The CPF used in this study had a 95%
porosity and the phase change material (PCM) was 99% pure eicosane. The PCM and
CPF were contained in a vertical cylinder where the temperature at its radial boundary
was held constant, allowing both inward freezing and melting of the PCM. Detailed
quantitative time-dependent volumetric temperature distributions and melt/freeze front
motion and shape data were obtained. As the material changed phase, a thermal resis-
tance layer built up, resulting in a reduced heat transfer rate between the surface of the
container and the phase change front. In the freezing analysis, we analytically deter-
mined the effective thermal conductivity of the combined PCM/CPF system and the
results compared well to the experimental values. The CPF increased the effective ther-
mal conductivity from 0.423 W /m K to 3.06 W /mK. For the melting studies, we em-
ployed a heat transfer scaling analysis to model the system and develop heat transfer
correlations. The scaling analysis predictions closely matched the experimental data of
the solid/liquid interface position and Nusselt number. �DOI: 10.1115/1.2928010�

Keywords: porous media, phase change, scale analysis
ntroduction
In recent years, there has been an increased interest in the pro-

osed use of phase change processes for the storage of thermal
nergy. A survey of the experimental literature �1� reveals a strong
oncentration on melting and freezing outside of heated or cooled
ylinders embedded either vertically or horizontally in a phase
hange medium. The solution of moving boundary problems with
hase change has been of special interest due to the inherent dif-
culties associated with the nonlinearity of the interface condi-

ions and the unknown locations of the moving boundaries. Exact
losed-form solutions of solid/liquid phase change, also known as
he Stefan problem, are available only for a limited number of
ases �2�.

Majumdar et al. �3� performed an experimental study of melting
n a vertical cylinder. Data were obtained for a mixture of paraffin,
hich melts over a wide range of temperatures. The heat transfer
ata were confined to the case of an initially subcooled solid.
inite-difference solutions for melting of a phase change medium
ontained in a vertical cylinder were presented by Pannu et al. �4�
or a restricted range of the governing parameters. Fundamental
eat transfer experiments were performed for freezing of an ini-
ially superheated and nonsuperheated liquid in a cooled vertical
ylindrical container �inward freezing� by Sparrow and Broadbent
5�. They concluded that although the latent heat is the major
ontributor to the total extracted energy, the total sensible energies
ould make a significant contribution, especially with large tube-
all subcooling, large liquid superheating, and short freezing

imes. Natural convection effects in the superheated liquid were
odest and were confined to short freezing times. Lunardini �6�

nd Poulikakous �7� investigated the melting and freezing of a
hase change material �PCM� contained in a vertical cylinder.

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received February 19, 2007; final manuscript
eceived February 21, 2008; published online May 30, 2008. Review conducted by
amal Seyed-Yagoobi. Paper presented at the 2005 ASME Heat Transfer Summer

onference �HT2005�, San Francisco, CA, July 15–22, 2005.

ournal of Heat Transfer Copyright © 20
Akgün et al. �8� studied the melting and solidification character-
istics of paraffin as a PCM and found that it is ideal because of its
high latent heat storage capabilities and relative ease of handling.

The use of porous materials to enhance heat transfer has been
investigated by a number of researchers. Filling the flow passage
with steel particles, Koh and Stevens �9�, was able to increase the
effectiveness of regenerative devices. Weaver and Viskanta
�10,11� have investigated melting of ice and freezing of water in
porous media experimentally and analytically for horizontal and
vertical cylindrical capsules. Quantitative results of the tempera-
ture distribution and solid/liquid interface shape were obtained for
inward melting and freezing with different sizes and types of
spherical beads used as the porous media. Tong and Khan �12�
demonstrated the increase in the heat transfer rate during outward
freezing of a PCM with a low thermal conductivity by inserting a
high-porosity metal matrix into the PCM contained in a cylinder.
They presented the numerical results in the form of solid/liquid
interface movements, isotherms, streamlines, and heat transfer
rates. Py et al. �13� investigated the behavior of paraffin impreg-
nated by capillary forces into a compressed expansed natural
graphite matrix. They found that the thermal conductivity of the
composite system closely matched that of the sole graphite matrix.
Using a porous aluminum matrix as a thermal energy storage sys-
tem, Trelles and Dufly �14� numerically simulated thermoelectric
cooling. Their models showed that the metal matrix in the PCM
greatly improved the cooling performance. Mesalhy et al. �15�
used volume averaged conservation equations to model phase
change in a porous metal matrix and found that to enhance the
response of the PCM, a matrix with high porosity and high ther-
mal conductivity is optimal.

In convection heat transfer, scale analysis has been shown to be
a powerful tool to produce order-of-magnitude results and trends
�16�. Scale analysis is a relatively simple technique to give correct
dimensionless forms, which can guide more exact results. Bejan
�17� has used this technique to study convection in porous media
as well. Kim and Kim �18� derived a scale relation for the Nusselt
number as a function of the Rayleigh number for turbulent natural

convection in a porous layer. They found good correlation be-
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ween their analysis and experimental results. Scale analysis of
atural convection has been compared to numerical studies for
ectangular tanks heated from below by Sarris et al. �19�. Their
cale analysis led to behavior that was confirmed by their numeri-
al results.

The present study compares the experimental results with a
cale analysis for melting and freezing of a PCM embedded in a
ertical, cylindrical copper metal foam matrix.

xperimental Setup and Procedure
The experiments were performed in a copper test vessel. In

rder to provide a controlled, constant wall temperature thermal
oundary condition, a pair of copper tubes was wrapped and sol-
ered around the outside of the copper test vessel, with two tube
nlets, each at opposite ends of the test vessel. In this manner, the
ouble-wrapped tubing acted like a counterflow heat exchanger to
rovide a uniform wall temperature boundary condition around
he outer periphery of the test vessel. A photograph of the test
essel with the copper tubes mounted on the tank and locations of
he external thermocouples is shown in Fig. 1. The test vessel was
abricated from a large copper tube with an inside diameter of
5.55 cm �6.125 in.�, an outside diameter of 16.19 cm �6.375 in.�,
nd a height of 30.48 cm �12 in�.

Lids made of acrylic plastic sealed the test vessel on the top and
ottom. The thermal conductivity of acrylic is much lower than
he thermal conductivity of the PCM and the copper test vessel,
hich helped reduce the end effects. Two small vertical copper

ubes were placed in the top cap to enable removal of excess PCM
uring melting and to prevent overflowing, as well as to provide a
assage of the thermocouple wires. The test vessel system was
nsulated using 10 cm �4.0 in.� thick fiberglass fitted around the
ntire vessel and caps. A constant temperature bath was selected
o supply cooling/heating fluid to the copper heat exchange tubes
hat kept the outer wall of the container at constant temperature.

For these experiments, 99% pure eicosane �C20H42� was chosen
s the PCM. Eicosane was desirable because it has a single fusion
emperature �36.5°C�, which is just slightly higher than ambient
emperature, making it convenient for phase change experimenta-

ig. 1 Photograph of experimental apparatus showing the
opper cylinder with the copper metal foam inserted
ion. Low-temperature heating can be used to melt the PCM and
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ambient-temperature cooling can be used to refreeze it. In addi-
tion, the proximity of the melting point to ambient temperature
results in reduced heat losses to the environment. The thermo-
physical properties of eicosane are reasonably well established,
and the thermal conductivity of the solid eicosane is given as
0.423 W /m K �20�.

For the initial series of base line tests without any copper po-
rous foam �CPF� installed in the test section, a plastic tree was
fabricated to hold the thermocouples �TCs� in place. Four addi-
tional TCs deployed along the outside height of the copper test
vessel measured the wall temperature.

For testing with the CPF in place, cylindrical disks of copper
foam were machined to fit securely in the tank. The porous mate-
rial selected for these experiments was copper metal foam with
95% porosity. It had an open-celled structure composed of
dodecahedronlike cells, with 12–14 pentagonal or hexagonal faces
and the pore sizes ranged from 2.54 mm �0.10 in.� down to about
0.127 mm �0.005 in.�. The edges of these cells were composed of
copper fibers and typically there was a lumping of material at
points where the fibers intersect. TCs were positioned in the gap
region between adjacent porous disks providing several layers of
TCs to monitor the progression of the phase change front. The
TCs were covered with a small amount of rubber to prevent elec-
trical contact with the CPF. The rubber was about 0.2 mm thick
and did not affect the temperature measurements. Eighty-one TCs
at uniform radial and vertical locations were installed in the tank
for the tests using the CPF. The test apparatus internal volume was
then filled with eicosane. The size of the TCs was comparable to
the copper foam filaments, so there was minimal flow interfer-
ence. It should be noted that in the testing with the CPF, less
eicosane was utilized due to the volume occupied by the CPF.
This decrease in volume of the eicosane was measured and con-
sidered in the analysis.

Numerous freezing and melting tests were performed at various
wall temperatures. At the termination of the tests, all of the TCs
indicated that the entire eicosane volume was in thermal equilib-
rium with the constant temperature water bath.

Experimental Results

Freezing. Freezing tests were conducted to determine the ef-
fects of the high-conductivity CPF material on the freezing pro-
cess and corresponding heat transfer rates, and to calculate the
effective thermal conductivity of the combined PCM/CPF system.
The initial and boundary conditions of the experiment were estab-
lished to reduce the eicosane temperature from an initial value of
50°C to a final value of 10°C.

Figure 2 shows the temperature-time history at the radial loca-
tion r=33 mm and height h=165 mm for the phase change pro-
cess with and without the CPF. The figure clearly shows that the
CPF significantly accelerates the freezing process. After 20 min of
freezing, the effect of natural convection disappeared and the heat
transfer mechanism became pure conduction. The combined sys-
tem achieved thermal equilibrium at 10°C after about 150 min,
whereas the time duration required to achieve thermal equilibrium
was about 600 min for the case without CPF under the same ini-
tial and boundary conditions.

Figure 2 also shows that the freezing front passes the TC loca-
tion significantly earlier for the CPF case �85 min� than without
the CPF �220 min�. In addition, the introduction of the CPF gives
rise to a significant increase in the effective thermal conductivity
of the solid eicosane. The rate of change of the temperature profile
for the CPF case after passage of the freezing front shows this
effect.

Based on the vertical and radial TC locations, a time history of
the freezing front locations was developed. This history is pre-
sented in Fig. 3, where phase change interface locations are shown
for the systems without the CPF �Fig. 3�a�� and with the CPF �Fig.

3�b��. On the left of each front is liquid eicosane and on its right
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he solid eicosane. For the system without the CPF, the figure
hows how slowly the phase change front moves in comparison to
he system with the CPF.

Once the superheat decayed to zero, natural convection ceased.
n addition, there was no further heat conduction from the liquid
o the freezing front since there was no longer a temperature dif-
erence to drive it. The effect of the initial superheat vanished
fter 20 min. As expected, the freezing front moved steadily in-
ard with time and the frozen layer adjacent to the wall grew

hicker. At 30 min into the experiment, a thin layer of frozen
icosane also formed along the top, indicating a heat leak, most
ikely due to the trapped air layer. As the solid layer grew inward,
he thermal resistance associated with the solid eicosane in-

Fig. 2 Temperature history during th
h=165 mm with and without the CPF.

(a)

Fig. 3 Experimental data showing the locatio

during freezing of the eicosane: „a… without the CP

ournal of Heat Transfer
creased, and the heat transfer rate out of the system decreased.
This decrease in heat transfer rate is reflected in Fig. 3 by the
closer spacing of the large-time interface locations.

Based on the overall TC data, we found that with the CPF in
place, the eicosane in the entire tank reached the fusion tempera-
ture after approximately 20 min, whereas without the CPF, the
system required about 45 min to achieve the fusion temperature.
The system completely froze within 85 min with the CPF com-
pared to 370 min without. With the CPF, the system reached the
equilibrium set point of 10°C after 150 min, and without the CPF,
the system reached the equilibrium temperature of 10°C after
650 min.

reezing of eicosane at r=33 mm and

(b)

f the solid-liquid phase change front in time
e f
n o

F and „b… with the CPF
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Melting. We then compared the melting behavior of the PCM
oth with and without the CPF. Here, the initial temperature was
0°C and the wall boundary temperature was 50°C. Figure 4
ives the temperature versus time plots at the same location as
hose in Fig. 2, r=33 mm and h=165 mm. With the CPF in place,
he temperature reached the fusion temperature after about
0 min, 125 min sooner than for the case without the CPF. The
lot shows that the melt front passed this location at about
17 min, compared to 218 min for the non-CPF case. These re-
ults indicate significantly higher heat transfer rates for the CPF
ase, due to the increased effective thermal conductivity of the

Fig. 4 Temperature history during m
h=165 mm with and without the CPF

(a)

Fig. 5 Data showing the location of the solid

eicosane: „a… without the CPF and „b… with the CPF

82301-4 / Vol. 130, AUGUST 2008
combined PCM/CPF system.
Figure 5 shows a comparison of the melting fronts both with

and without the CPF. Based on the vertical and radial locations of
the TCs, and the values of elapsed time at which each TC was
observed to exceed the fusion temperature, a comprehensive time
history of the melting process was developed. One such represen-
tative time history of melt fronts without the CPF in place is
presented in Fig. 5�a�, where cross-sectional views of the melt
fronts are shown at eight different times �50 min, 75 min,
100 min, 150 min, 200 min, 250 min, 275 min, and 300 min�.

ing of the eicosane at r=33 mm and

(b)

uid phase change front during the melting of
elt
-liq
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he melt front progressed inward from right to left in the figure.
n the left side of each front is solid eicosane and on its right side

s liquid eicosane.
Without the CPF, the melt front was almost parallel to the hot

all for the first 20 min, indicating a conduction-dominated melt-
ng process. After this initial period, approximately 75 min into
he experiment, a transition regime began where the natural con-
ection flow carved out its own zone in the upper part of the
iquid region, while the lower part remained conduction
ominated.

At 150 min, the melt front gradually exhibited a shape typical
f convection-dominated melting. The interface moved faster near
he top where the liquid, heated by the hot wall, impinged on the
olid eicosane. The melt rate decreased toward the bottom, since
he liquid cooled down as it descended along the interface. At
00 min, the height of the solid/liquid interface decreased steadily
ntil the solid region disappeared entirely.

There were two factors that contributed to the departure of the
ctual behavior of the melt front from that of pure conduction.
irst was the density decrease that accompanies melting. The liq-
id phase must seek additional volume into which to expand, and
his caused an upward flow of liquid from the melt layer into the
ree space above the solid. The displaced liquid caused melting to
ccur at the upper surface of the solid as well as at the adjacent
ide surface. It is this volume change driven motion that is be-
ieved to be responsible for the initial departures of the melt front
rom that of pure conduction.

Second, as time passed, natural convection motion developed in
he melt layer, with an upward flow adjacent to the tank wall and
downward flow adjacent to the melt front. This circulation pat-

ern delivered relatively hot liquid to the upper reaches of the
olid, where its presence accelerated the rate of inward and down-
ard melting. Natural convection and the aforementioned volume

hange driven motions are mutually aiding, but natural convection
s the dominant factor during most of the melting period.

From Fig. 5�b�, it can be seen that for the initial 30 min, the
elting front was almost parallel to the hot wall indicating a

onduction-dominated melting process. Approximately 80 min
nto the experiment, the lower portion of the melt front was
oughly parallel to the wall, while the rate of melting is much
igher in the upper region. The flow carved out its own
onvection-dominated zone in the upper part of the liquid region,
hile the lower part was dominated by conduction. After 80 min,

he height of the unmelted solid shrunk rapidly, and the melt front
xhibited a shape typical of convection-dominated melting. The
nterface moved faster near the top where the liquid, heated by the
ot wall, melted the solid. The melt rate decreased toward the
ottom, since the liquid cooled down as it descended along the
nterface. As was observed in the non-CPF case, the local melting
ate is slowest at the bottom of the cylinder and progressively
ncreased upward.

During the course of the experiments with the CPF in place, the
elt front behaved differently compared to the non-CPF case and

he curvature of the interface was not as pronounced as what was
ncountered during melting without the CPF. This was expected
ecause of the high effective conductivity of the combined PCM/
PF system. The porosity and the permeability of the porous ma-

erial also have a direct effect on the convection heat transfer
uppression mechanism. As the porosity and permeability of the
orous media decrease, the importance of convection heat transfer
s reduced.

nalytical Modeling

Effective Thermal Conductivity Modeling During Freezing.
general form of the energy conservation equation for a homo-

eneous system in cylindrical coordinates, T=T�r , t�, with con-
tant thermal conductivity, no change in the azimuthal direction

nd no internal heat generation, is given as �21�

ournal of Heat Transfer
1

r

�

�r
�r

�T

�r
� +

�2T

�z2 =
1

�

�T

�t
�1�

Equation �1� may also be adopted as the heat equation for a po-
rous material saturated with a fluid, if the PCM thermal properties
are replaced by “effective” properties. During the freezing pro-
cess, it was assumed that the porous media were isotropic and
homogeneous, with uniform porosity. Based on these assump-
tions, the resulting time-dependent energy equation, with no
changes in the vertical direction for a saturated porous media, i.e.,
the combined PCM/CPF system, is

1

r

�

�r
�r

�T

�r
�

i

=
1

�eff−i
� �T

�t
�

i

�2�

The subscript i represents either the solid or liquid phase of the
eicosane. The initial and boundary conditions are

Tl�r,0� = Ti, Ts�rw,t� = Tw

�3�
�T�0,t�

�r
= 0, Ts�rfus,t� = Tl�rfus,t� = Tfus

The energy balance at the interface yields �22�

��s�hfus� �r

�t
�

fus
+ keff−l� �T

�r
�

pl
− keff−s� �T

�r
�

ps
= 0 at r = rfus

�4�

Effective or average properties are used, which are based on the
fraction of solid and liquid phases and the porosity of the CPF
�23� as follows:

���cp�eff−i = ���cp�i + �1 − ����cp�por �5�

�eff−i =
keff−i

���cp�eff−i
�6�

The heat conduction equation �2� in the solid region can be inte-
grated using the boundary conditions in Eq. �3�, yielding the tem-
perature distribution Ts�r� as

Ts�r� = Tw +
�Tfus − Tw�
ln�rfus/rw�

ln�r/rw� �7�

Substituting Ts�r� from Eq. �7� into the interface energy balance
equation �4� and solving the resulting differential equation, the
location of the phase change interface, rfus, can be evaluated from
�6�

2� rfus

rw
�2

ln� rfus

rw
� − � rfus

rw
�2

+ 1 = 4��eff−st

rw
2 � cps�Tfus − Tw�

hfus

= 4FosSts �8�

where Fos is the Fourier number of solid eicosane, a dimension-
less time parameter that represents the ratio of the heat conduction
rate to the rate of thermal energy storage in a solid, and Sts is the
Stefan number of the solid eicosane that represents the ratio of
sensible heat to latent heat during solidification. Given an effec-
tive value of the thermal diffusivity, Eq. �8� may be solved itera-
tively for the phase change interface location, rfus, at any time.

Siahpush �22� has extensively reviewed the effective thermal
conductivity literature and has shown that the model of Calmidi
and Mahajan �24� gave the most accurate agreement with the ex-
perimental data. They modeled a metal foam consisting of
dodecahedronlike cells with 12–14 pentagonal or hexagonal faces.
The edges of the cells in the model are formed by individual
fibers, as shown in Fig. 6. The lumping of material at the points of
intersection of the fibers is taken into account in the structure by a

square region. Since the structure shown in Fig. 6 is periodic, it is

AUGUST 2008, Vol. 130 / 082301-5
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onvenient to consider it a unit cell.
Based on this geometry, Calmidi and Mahajan expressed the

ffective thermal conductivity as

keff−s =� 2
�3� r

�

L

ks + �1 +
�

L
� kpor − ks

3

+

�1 − r�
�

L

ks +
2

3
� �

L
��kpor − ks�

+

�3

2
−

�

L

ks +
4r

3�3
� �

L
��kpor − ks�		

n

�9�

In Eq. �9�, the value of n depends on the porosity of the porous
aterial as well as the type of fluid. Its value varies between −1

nd −1 /4. For the copper foam used in these experiments, the
imensions based on Fig. 6 are given as �=0.096 cm and L
0.198 cm, where 2L is the total distance between two intersec-

ions.

Calculation of the Effective Thermal Conductivity. If the
usion radius is known from the experimental results, Eq. �8� may
e utilized to estimate the effective thermal conductivity of the
ombined PCM/CPF. Results are shown in Fig. 7. The apparent
ffective thermal conductivity values are initially quite low, then
pproach a plateau between 60 min and 100 min, and then finally
all off again after 100 min. For short times, a portion of the heat
ransfer out of the eicosane is associated with the loss of sensible
eat out of the liquid eicosane and CPF in cooling them from
0°C to the fusion temperature, 36.5°C. An additional portion is
ssociated with the loss of sensible heat from the solid eicosane
nd CPF in cooling them from the fusion temperature to the wall
emperature of 10°C. This loss of sensible heat is not included in
he analysis that was presented in the development of Eq. �8�. In
ig. 7, based on the analytical results, the theoretical model was
orrected to account for the sensible heat leaving the eicosane.

Also, although the entire tank system was externally insulated,
eat was removed much faster from the eicosane adjacent to the
op airspace due to natural convection in the air than from the bulk
iquid eicosane and CPF. This cold air caused the top layer of

Fig. 7 Theoretical and experimental

tivity of the combined eicosane/CPF sys

82301-6 / Vol. 130, AUGUST 2008
eicosane to freeze prematurely. As time passed, a skin of frozen
eicosane formed atop the liquid. Inward and downward cooling of
eicosane continued, as presented previously in Fig. 3. This figure
shows the convection cooling of the top layer due to the trapped
air between eicosane and the lid. This cooling caused downward
freezing of eicosane. The one-dimensional model does not ac-

(b)

(a)

Fig. 6 „a… Hexagonal structure of the metal matrix and „b… rep-
resentative unit cell according to the model of Calmidi and Ma-
hajan †24‡

ues of the effective thermal conduc-
val

tem
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ount for this two dimensionality of the experiment. These effects
ause the apparent thermal conductivity based on Eq. �8� to be
ow for short times.

For times greater than 60 min, the temperature everywhere in
he system is at or below the fusion temperature and the rate of
olidification is relatively low. Based on the procedure described
arlier, the apparent thermal conductivity presented in Fig. 7 for
imes between 60 min and 100 min is selected for the effective
hermal conductivity. For large times, the apparent thermal con-
uctivity decreased as the top portion of the freezing front reached
he test section centerline. The “best” value was judged to be the
alue near the peak of the apparent conductivity curve, observed
t about 85 min, with a value of 3.06 W /mK. The shift downward
f the theoretical values is due to the fact that the theoretical
valuations were based on the fusion temperature of the eicosane,
hereas the calculations using the experimental data were based
n the initial set point temperature of 50°C.

In the effective thermal conductivity model, a value of n=
0.31 resulted in the best match to the experimental average
alue. The discrepancy between this model �3.14 W /mK� and the
alue of the effective thermal conductivity �3.06 W /m K� is less
han 3%. This model considered not only the porosity but also the
eometry of the porous material.

The uncertainty in the effective thermal conductivity values
as dependent on the measurement errors in the mass flow rate of

he cooling water, temperature differences in the inlet and outlet
f the cooling water, and the TCS. These uncertainties were taken
rom the manufacturer’s specifications for each device. By incor-
orating these error values, and using standard analysis �25�, the
ncertainty in the effective thermal conductivity was determined
o be less than 3.1% �22�.

Scale Analysis of Melting Eicosane. During the melting ex-
eriments, four regimes, based on the vertical and radial locations
f the TCS of melting heat transfer, were observed. These regimes
nd their main characteristics are presented schematically in Fig. 8
26�. In this figure, the dashed line represents the phase change
nterface front. On the right of the dashed line is the liquid region
nd on its left, the solid region. The melt progresses from the right
oward the centerline on the left. The “conduction regime” �I� is
ominated strictly by thermal diffusion. The “transition regime”
II� occurs when a natural convection flow carves its own

ig. 8 Four regimes of melting based on the scale analysis of
any and Bejan †26‡
onvection-dominated zone in the upper part of the liquid region,

ournal of Heat Transfer
while the lower part remains dominated by conduction. The “qua-
sisteady natural convection regime” �III� begins when the
convection-dominated zone of the preceding regime fills the entire
height of the cylinder. Finally, the arrival of the solid-liquid inter-
face at the centerline marks the beginning of the “variable-height
regime” �IV�. From this time, the height of the solid/liquid inter-
face decreases steadily until the solid region disappears entirely.

The object of scale analysis is to use the basic principles of
convection heat transfer in order to produce order-of-magnitude
estimates for quantities of interest �in our case Nusselt number
and radius of fusion�. When used in conjunction with experimen-
tal data, the scale analysis can also be used as a framework for the
development of correlations, relating the independent and depen-
dent variables associated with the phenomena. The key to the
correct correlation of natural convection melting is the identifica-
tion of the proper scales of the phenomena in order to construct
appropriate correlations for the heat transfer and the melting rate.
Jany and Bejan �27,28� have explored and solved several scale
analysis cases for melting in an enclosure in Cartesian coordi-
nates. Their approach was adopted and modified to reflect our case
of inward melting in a cylindrical coordinate system.

A number of assumptions are made for this analysis. We as-
sumed that the PCM was a pure substance and that the solid/liquid
interface was clearly defined, i.e., the PCM had a well-defined
fusion temperature; the liquid was Newtonian and incompressible;
the fluid flow was laminar and two dimensional �r ,z� and had no
end effect; the liquid had a Prandtl number greater than 1; the
properties were all constant, with the exception of the linear
density-temperature relation assumed in the buoyancy term of the
momentum equation �the Boussinesq approximation�; the porous
media were isotropic and homogeneous; the overall volume
change due to phase change was negligible; there was no heat
source or generation; the porous media were uniform, isotropic,
and homogeneous; and finally, the local temperatures of the phase
in the voids and porous medium were the same.

Conduction Regime (I). If we can assume that the components
and the solid PCM are initially at the fusion temperature, then
immediately after t=0, the melting process is governed strictly by
conduction heat transfer. The heat transfer across the very thin
liquid film is absorbed by the latent heat of fusion at the solid-
liquid interface. An approximation of the interface equation in
cylindrical coordinates can be expressed as �22�

2�rfuskeffH
Tw − Tfus

rw − rfus

 �hfus

dm

dt
= �hfus

d

dt
���liq��rw

2 − rfus
2 �H�

�10�

Integrating Eq. �10� yields the following solution for the radius of
fusion in the conduction regime:

rfusI

 rw − H�1/2 �11�

where � is the dimensionless time defined by

� =
keff�Tw − Tfus�
��l�hfusH

2 t = StlFo �12�

In Eq. �12�, Stl is the liquid Stefan number �for the porous melting
case� and is defined as

Stl =
cpl�Tw − Tfus�

��hfus
�13�

The Nusselt number based on the height is defined as �26�

NuI = −
1

H

drfus

d�
�14�

Substitution of Eq. �11� into Eq. �14� yields the Nusselt number

for Regime I,
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1

H
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d�
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1

2
�−1/2 �15�

he conduction regime disappears in a relatively short time after
he beginning of the experiment. From Eq. �11�, we can evaluate
he melt thickness �or fusion radius�, then evaluate the Nusselt
umber corresponding to the conduction regime from Eq. �15�. In
rder to validate these parameters, the Nusselt number and the
iquid thickness must be evaluated from the data.

Transition/Mixed Regime (II). In the fluid mechanics of po-
ous media, the momentum equations are accompanied by the
umerous experimental observations summarized mathematically
s Darcy’s law �29�. The pressure terms can be eliminated by
aking the difference of the cross derivatives, and by using the
oussinesq approximation, �=�0�1−��T−T0��, so for a slender

hermal boundary layer, Darcy’s law can be expressed as �22�

�2�

�r2 = −
Kg�

	l

�T

�r
�16�

here K is the Blake–Kozeny model for the relationship between
he permeability and the porosity and d is the metal matrix char-
cteristic pore diameter �12�,

K =
d2�3

175�1 − ��2 �17�

nd � is the streamfunction,

u =
��

�z

w = −
��

�r
�18�

ntroducing the streamfunction into the energy equation and con-
idering steady-state conditions for negligible kinetic energy, body
orces, and no heat generation, the energy equation becomes �22�

��

�z

�T

�r
+

��

�r

�T

�z
= �eff-l�1

r

�T

�r
+

�2T

�z2 � �19�

n the thermal boundary layer �upper convection region of the
ixed regime�, the scale of Eqs. �16� and �19� may be expressed,

espectively, as

�


z
2 =

Kg�

	l

�T


z
�20�

�

z

�T


z
,
�


z

�T

z

 �eff-l��T


z
2 ,

�T

z2 � �21�

here 
z is the thickness of the thermal boundary layer. Compar-
ng the terms on the right side of Eq. �21� reveals that the second
erm is much smaller than the first term and it can be ignored. The
treamfunction may be evaluated from Eq. �21� and then substi-
uted into Eq. �20�. The result is


z 
 zRaz
−1/2 �22�

Raz =
Kg�z�T

vliq�eff
and Raz =

z

H
RaH �23�

here Raz and RaH are the Rayleigh numbers based on z and the
otal height of the cylinder H, respectively.

Substituting Eq. �23� into Eq. �22� yields


z 
 � zH

RaH
�1/2

�24�

n the lower portion of the melt region during Regime II �the

onduction region�, the scale of the melt thickness is given as Eq.

82301-8 / Vol. 130, AUGUST 2008
�11�.
The upper convection zone expires at its lower extremity, where


z is of the same order of magnitude as the melt thickness of the
lower part �conduction zone�, 
z
rw−rfus, at the conduction-
convection level. Equating Eqs. �24� and �11� establishes the
height of the convection-dominated regime, z,

z 
 HRaH� �25�

The Nusselt number for Regime II, NuII, has two components.
The first is convection over the z height, and the second is con-
duction over the remainder of the height �H−z�, which was ex-
pressed in Eq. �15�. For the lower region, the Nusselt number in
the convection zone may be expressed as

NuII-conv =
qcond

2�rfuskeff-l�Tw − Tfus�
�26�

where the qcond is the conduction heat transfer across the liquid
gap in the lower region of Regime II and is given by

qcond 
 2�rwkl�H − z�
Tw − Tfus


z
�27�

Substituting the qcond definition from Eq. �27� into the Nusselt
number expression of Eq. �26�, and utilizing Eqs. �15�, �24�, and
�25�, produces the transition-regime Nusselt number �NuII�.

NuII 
 H�−1/2 + RaH�1/2 �28�
The Nusselt number for Regime II is made up of two components,
one due to conduction in the lower region, the first term on the
right of Eq. �28�, and the other due to convection, the last term on
the right of Eq. �28�. This heat transfer scaling law holds at �=0
until the convection height �z� extends all the way to the bottom of
the tank �z
H�.

Next, our attention is directed toward defining the scale of the
melt radius for Regime II. At the interface, the convection heat
transfer rate �qconv� balances the rate at which latent heat �qfus� is
released from the interface. This relation may be expressed as

�qconv = hA�T� 
 �qfus = ��liq�hfus
dV

dt
� �29�

The left side of Eq. �29� expresses a relation for the convection
heat transfer rate and is expressed as

qconv = NuIIkeff-l�Tw − Tfus� �30�

where qconv is the heat transfer per unit height. Substitution of Eq.
�10� into Eq. �29� yields

qfus = ��H�l�hfus�− 2rfus�
drfus

dt
�31�

Substituting the value of the NuII from Eq. �28� into Eq. �30�,
equating, and then integrating Eq. �31� results in an equation that
describes the average position of the interface with respect to the
dimensionless time,

rfusII

 �rw

2 − H��1/2 + RaH�3/2� �32�

Convection Regime (III). Once the transition/mixed regime
ends, the quasisteady convection zone fills the entire liquid space
of height H, which is the onset of Regime III. In this regime, the
heat transfer and location of the melting front are controlled by
the convection contribution of Eq. �28�. The conduction term of
Eq. �28� disappears, and this Nusselt number scale is the mini-
mum value for Regime III,

NuIII = RaH
1/2 �33�

In this regime, we can ignore the conduction contribution of Eq.
�32�, so that the radius of fusion for Regime III can be given by

rfus 
 �rw
2 − HRaH�3/2 �34�
III
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Variable-Height Regime (IV). The onset of Regime IV is de-
ned as the time at which the height of the solid-liquid interface
H decreases steadily until the solid phase disappears entirely.
herefore, the vertical length scale in the effective Rayleigh num-
er Raz decreases with time, so the Nusselt number for this regime
ay be given by

NuIV 
 Raz
1/2 =

z

H
RaH

1/2 �35�

Referring to Fig. 9 in Regime IV, the average melt-front posi-
ion is evaluated based on the assumption that the base of the solid
egion always has a length of order W �until the solid region
isappears entirely�. This figure represents the idealized cross sec-
ion of the interface shape for Regime IV. �To the right of the
riangle, the eicosane is melted.� In this figure, zH is the idealized
eight of the solid eicosane, s is the actual width of the solid, and
ave is the average width of the solid eicosane. Note that the av-

ig. 9 Idealized interface slope for the variable-height regime
IV… based on the scale analysis of Jany and Bejan †26‡

Fig. 10 Comparison of the experimen

fusion with the scale analysis predictions

ournal of Heat Transfer
erage nonmelt regime height is assumed to be zH /2.
Based on the geometry of Fig. 9, save may be defined as

save = rw − rfus 
 W�H −
1

2
zH

H
	 �36�

Substituting Eq. �36� into the definition of the Nusselt number
from Eq. �14�, and comparing it to Eq. �35�, yields a relation for
zH,

zH 
 H�1 −
H

W
RaH

1/2� �37�

Substitution of the zH value from Eq. �37� into Eqs. �35� and
�36� results in expressions for the average melt radius, and the
Nusselt number for Regime IV:

rfusIV

 rw − L�1 −

1

2
�1 −

H

W
RaH

1/2��2� �38�

NuIV 
 Raz
1/2 −

H

W
RaH� �39�

Figures 10 and 11 show the comparisons between the experimen-
tal data and the predictions using scale analysis, for all four re-
gimes, of the radii of fusion, Eqs. �11�, �32�, �34�, and �38� and the
Nusselt number, Eqs. �15�, �28�, �33�, and �39�, respectively.

The Nusselt number of Regimes I and II started at infinity at the
beginning of the experiment. As time progressed, the Nusselt
numbers decreased proportionally to �1/2. The Nusselt number
predicted by the scale analysis reached a local minimum value, as
the relative importance of conduction decreased and the impor-
tance of convection increased. The experimental data show that
the Nusselt number decreases monotonically with time.

As the conduction contribution, Regime I disappeared around
�=0.0045, the transition regime began, introducing a convection
cell until its effect eventually dominated the heat transfer mode.
Regime II disappeared at about �=0.0055. The scale analysis re-
sults indicated that in Regime III, the Nusselt number is constant

ly determined values of the radius of
tal

over all four melting regimes

AUGUST 2008, Vol. 130 / 082301-9



w
b
b
a
s
a
a
fi
5

I
�
s
t
o

m
fl
b
t
i
t
m
t
N

5

t
m
P
t
c
f
t
t
f
e

p

r m

0

ith respect to time. Jany and Bejan �28� refer to this as the
oundary layer regime, where fluid motion is confined to distinct
oundary layers that form distinctly along the heated wall and
long the interface front. Most of the core cavity fluid is relatively
tagnant and thermally stratified. The convection regime ended at
bout �=0.006. From this figure, it can be seen that Regimes II
nd III disappear after a very short time. This observation is con-
rmed by the behavior of the melt fronts with CPF shown in Fig.
�b�.

Next, the variable-height regime, Regime IV, began. In Regime
V, the Nusselt number decreased monotonically as a function of
. Experimental results indicated a monotonically decreasing Nus-
elt number for the rest of the experiment. These figures show that
he Regime IV predictions for the Nusselt number and the radius
f fusion follow the data closely to the end of the data run.

The uncertainty in the radius of fusion for both freezing and
elting was dependent on the relative uncertainty for the mass
ow rate of water, the uncertainty of the temperature difference
etween inlet and outlet of the water flow, and the uncertainty of
he temperature differences measured with TCs. The uncertainty
n the radius of fusion measurements was determined to be less
han 7.8%. The only experimental uncertainty associated with the

easured Nusselt number was the instantaneous heat transfer to
he eicosane �qcond�. The analysis indicated that the error in the
usselt numbers was typically less than 6.2% �22�.

Conclusions
A detailed experimental study has been carried out to evaluate

he heat transfer performance of a solid/liquid phase change ther-
al energy storage system, which comprised of eicosane as the
CM and CPF of 95% porosity. The CPF increased the effective

hermal conductivity from 0.423 W /m K to 3.06 W /m K. By in-
reasing the effective thermal conductivity, the time to completely
reeze the PCM decreased from 375 min to 85 min, and the time
o melt decreased from 500 min to 250 min. Detailed quantitative
ime-dependent volumetric temperature distributions and melt-
ront motion and shape data were obtained, which showed the
ffect that the CPF had on the phase change process.

An analytical model of the freezing process was developed, and

Fig. 11 Comparison of the experimen
scale analysis predictions over all fou
redictions obtained from the analytical model results were com-

82301-10 / Vol. 130, AUGUST 2008
pared to the experimentally measured radius of fusion values. We
showed that the Calmidi and Mahajan model for the effective
thermal conductivity of the combined PCM/CPF system agreed to
within 3% of the experimentally determined value. Their model
considered not only the porosity but also the geometric structure
of the porous material.

For melting with and without the CPF, we found, using a scale
analysis, that it could be characterized by four heat transfer re-
gimes, each with its own melt location scaling rules and Nusselt
numbers. The melting process for the porous case clearly showed
that the CPF had a significant effect in enhancing the heat transfer
process, despite the attenuation of natural convection due to the
flow resistance. The curvature of the phase change interface was
not as pronounced as what was encountered during melting with-
out the CPF, which is expected because of the high effective con-
ductivity of the combined PCM/CPF system. The scaling model
predictions were compared to the experimentally measured radius
of fusion values and the results were within 10% of the data
measurements in the worst case.

Nomenclature
A � area
cp � specific heat at constant pressure
d � matrix characteristic pore diameter

Fo � Fourier number, �t / �2rw�2

g � gravitational constant
�hfus � latent heat of fusion

H � vertical length scale of cylinder
k � thermal conductivity
K � permeability
� � length dimension in metal matrix
L � length dimension in metal matrix
m � mass
n � modeling exponent

Nu � Nusselt number
r � radial distance

Ra � Rayleigh number
s � solid thickness variable

St

values of the Nusselt number with the
elting regimes
tal
� Stefan number, cp�T /�hfus
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t � time
T � temperature

u, w � velocity variables
V � volume of tank
W � width dimension in Regime IV
z � lengthwise coordinate

ubscripts
ave � average

cond � conduction
conv � convection

eff � effective property
fus � fusion
H � height
i � phase
l � liquid

por � porous media
pl � liquid portion of saturated porous media
ps � solid portion of saturated porous media
s � solid

w � wall
0 � initial value

I, II, III, IV � convection regimes

reek
� � thermal diffusivity
� � isothermal compressibility

z � thermal boundary layer thickness
� � porosity
� � streamfunction
	 � kinematic viscosity
� � density
� � dimensionless time
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Variable Physical Properties in
Natural Convective Gas Microflow
Anisothermal flow prevails in a heated microchannel. It is desirable to understand the
influence of temperature-dependent physical properties on the flow and heat transfer
characteristics for natural convective gas microflow. In this study, formulas for the shear
viscosity, thermal conductivity, constant-pressure specific heat, density, and molecular
mean free path are proposed in power-law form and validated through experimental data.
Natural convective gas flow with variable physical properties in a long open-ended
vertical parallel-plate microchannel with asymmetric wall temperature distributions is
further investigated. The full Navier–Stokes equations and energy equation combined
with the first-order slip/jump boundary conditions are employed. Analysis process shows
that the compressibility and viscous dissipation terms in balance equations are negli-
gible. Numerical solutions are presented for air at the standard reference state with
complete accommodation. It is found that the effect of variable properties should be
considered for hotter-wall temperatures greater than 306.88 K. The effect is to advance
the velocity slip and temperature jump as well as the velocity symmetry and temperature
nonlinearity. Moreover, it tends to reduce the mass flow rate and the local heat transfer
rate excluding on the cooler-wall surface where the temperature-jump effect prevails over
the temperature-nonlinearity effect. Increasing the cooler-wall temperature magnifies the
effect on flow behavior but minifies that on thermal behavior. �DOI: 10.1115/1.2927400�
Introduction
Natural convective gas microflow, encountered in many engi-

eering fields, e.g., microelectrochemical cell transport, microheat
xchanging, and microchip cooling, is an attractive branch of mi-
rofluidics �1� due to its reliability, simplicity, and cost effective-
ess in flow and heat transfer mechanism. Chen and Weng �2�
nitiated the analytical study of steady fully developed natural
onvection for air in an open-ended vertical parallel-plate micro-
hannel with asymmetric temperature distributions. In this work,
he Navier–Stokes equations and energy equation subject to the
rst-order slip/jump boundary conditions were solved. The effects
f rarefaction and fluid-wall interaction were shown to increase
he flow rate and to decrease the heat transfer rate. Haddad et al.
3� later reported implicit finite-difference simulations of the de-
eloping natural convection in an isothermally heated microchan-
el filled with porous media. Chen and Weng �4� further investi-
ated the importance of thermal creep and high-order slip/jump in
he developing region for both symmetric- and asymmetric-
eating cases. Recently, Avci and Aydin �5� analytically investi-
ated the effect of pressure gradient on the gas microflow ob-
ained by Chen and Weng �2�, the so-called mixed convective gas

icroflow.
Previous studies have been done using the Boussinesq approxi-
ation �6� to simplify the solutions of practical problems. The

sual approximation is based on two principles.

1. Variation of fluid density is considered only in the buoyancy
term of the momentum balance equation.

2. Other physical properties are assumed constant.

Ignoring the importance of physical property variation in con-
ective flow with large temperature difference between the hotter
all and the ambient fluid or the cooler wall could cause consid-

rable deviation from the accurate estimation of flow and thermal

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received January 6, 2007; final manuscript re-
eived March 11, 2008; published online May 29, 2008. Review conducted by Ben

. Li.

ournal of Heat Transfer Copyright © 20
fields as well as the corresponding characteristics. Natural convec-
tive gas microflow with variable physical properties should be
studied extensively.

In the present work, the natural convective gas flow in a long
open-ended parallel-plate microchannel with asymmetric wall
temperature distributions is studied. The main goal is to predict
the effect of variable physical properties in the anisothermal mi-
croflow. The shear viscosity, thermal conductivity, constant-
pressure specific heat, density, and molecular mean free path are
assumed to vary with absolute temperature according to a simple
power law. Experimental data are used to validate these power-
law models. Based on a perturbation analysis, the full Navier–
Stokes equations and energy equation are simplified, and the sim-
plified equations subject to the first-order slip/jump boundary
conditions are numerically solved by using an implicit finite-
difference procedure. The validation of the mathematical model
and the numerical code is established by comparing our results
with available theoretical and experimental results. The effect of
variable physical properties on the flow and thermal fields as well
as the corresponding characteristics for different values of the
hotter-wall temperature parameter and Knudsen number at differ-
ent ratios of the wall-ambient temperature differences is then in-
vestigated.

2 Basic Equations
The field equations derived from the balance principles for

mass, momentum, and energy �7� are

d�

dt
+ � � · u = 0 �2.1�

�
du

dt
= − �p −

2

3
� �� � · u� + � · �����u�T + �u�� + �f

�2.2�

�cp
dT

dt
= � · �k � T� + �T

dp

dt
+ �� + �h �2.3�

where d /dt is the material derivative, u is the velocity vector, p is

the pressure, T is the temperature, f is the body force vector, h is
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he internal heat generation rate, � is the density, � is the shear
iscosity, cp is the constant-pressure specific heat, k is the thermal
onductivity, � is the thermal expansion coefficient, and � is a
unction characterizing the viscous dissipation, defined in index
otation as

� = �ui,jui,j + ui,juj,i� −
2

3
�ui,i�2 �2.4�

here ui is the velocity in index notation. Recognizing the ideal
as law p=�RT, where R is the specific gas constant, gives �
1 /T. Furthermore, let the pressure p be characterized by the
pressure defect” p̂= p− ph, where ph is the hydrostatic pressure.
hen, Eqs. �2.2� and �2.3� become

�
du

dt
= − �p̂ + �� − �0�g −

2

3
� �� � · u� + � · �����u�T + �u��

�2.5�

�cp
dT

dt
= � · �k � T� +

dp̂

dt
+ �0g · u + �� �2.6�

here g is the gravitational field vector and the subscript 0 de-
otes the inlet values. Here, we have replaced the body force with
he gravitational force and neglected the internal heat generation.

Consider a vertical duct formed between two parallel plates �an
pen-ended vertical parallel-plate channel�. The plates are kept at
distance w apart and maintained at uniform temperatures T1 and
2 �T1�T2�. Let x and y denote the usual rectangular coordinates,

et ux and uy denote the components of velocity field, and assume
hat the channel is parallel to the direction of the gravitational
ody force with g= �gx ,gy�= �−g ,0�, as shown in Fig. 1. The field
quations described by Eqs. �2.1�, �2.5�, and �2.6� for two-
imensional steady flow are

���ux�
�x

+
���uy�

�y
= 0 �2.7�

��ux
�ux

�x
+ uy

�ux

�y
� = −

�p̂

�x
+ ��0 − ��g −

2

3

�

�x
��� �ux

�x
+

�uy

�y
��

+ 2
� ��

�ux� +
� ��� �uy +

�ux�� �2.8�

ig. 1 Geometric sketch and parameters of natural convection
n the microchannel
�x �x �y �x �y
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��ux
�uy

�x
+ uy

�uy

�y
� = −

�p̂

�y
−

2

3

�

�y
��� �ux

�x
+

�uy

�y
�� + 2

�

�y
��

�uy

�y
�

+
�

�x
��� �uy

�x
+

�ux

�y
�� �2.9�

�cp�ux
�T

�x
+ uy

�T

�y
� =

�

�x
�k

�T

�x
� +

�

�y
�k

�T

�y
� + �ux

�p̂

�x
+ uy

�p̂

�y
�

− �0gux + ��2�� �ux

�x
�2

+ � �uy

�y
�2�

+ � �ux

�y
+

�uy

�x
�2

−
2

3
� �ux

�x
+

�uy

�y
�2� �2.10�

Anisothermal flow prevails in a heated microchannel. It be-
comes necessary to have realistic formulas for temperature-
dependent physical properties. For air, the effect of temperature
on the shear viscosity and thermal conductivity can be closely
approximated using the Sutherland-law forms �8�:

� = �0� T

T0
�1.5�T0 + 107.9

T + 107.9
� �2.11�

k = k0� T

T0
�1.5�T0 + 202.2

T + 202.2
� �2.12�

Such expressions are still complicated. Schlichting �9� proposed a
simple expression for � written as

� = �0� T

T0
��

�2.13�

According to the power-law form, the expression for k can be
written as

k = k0� T

T0
��

�2.14�

Here, � and � are the viscosity and conductivity indices, respec-
tively. Shang and Wang �10� provided a possible approximation
for the constant-pressure specific heat:

cp = cp0� T

T0
��−�

�2.15�

However, the model predicts a convex curve that is different from
the actual one �a concave curve�. We propose a new model as
follows:

cp = cp0�2 + s� T

T0
− 1� − � T

T0
��−�� �2.16�

where s is a coefficient. If the shear viscosity, thermal conductiv-
ity, and specific heat are known at two temperatures, one can
determine the values of �, �, and s. In Table 1, 300 K and 600 K
are used for the constant determination of common gases. In ad-
dition, the approximation for the density can be expressed as

� = �0� T

T0
�−1

�2.17�

In Fig. 2, we verify the present formulas �2.13�, �2.14�, �2.16�, and
�2.17� for air. The calculated results compare very well with the
experimental data listed by Suryanarayana �11�. The percentage
absolute errors for �, k, cp, and � over 300�T�600 are less than
0.88, 0.39, 0.31, and 0.11, respectively. Results also show that
formulas �2.12� and �2.15� cause the more apparent disagree-
ments.

The average distance between molecular collisions is called the
molecular mean free path. It plays an important role in microflow

behavior, related to the temperature and pressure of gases by
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	 =
�
RT/2�

p
�2.18�

or the microflow considered here, the closed form is

	 = 	0� T

T0
��+1/2

�2.19�

able 1 Physical properties of common gases at the standard
eference state †11‡

arameters Air
Nitrogen

�N2�
Helium

�He�
Argon
�Ar�

iscosity ��� �kg /s m��10−5 1.842 1.774 1.982 2.259
hermal conductivity �k� �W/m K� 0.0261 0.0258 0.149 0.0176
onstant-pressure specific heat �cp�

J/K kg�
1007 1041 5197 521.6

ensity ��� �kg /m3� 1.185 1.131 0.164 1.634
ean free path �	� �m��10−7 0.666 0.657 1.928 0.696
atio of specific heats ��� 1.399 1.406 1.664 1.663
randtl number �Pr� 0.712 0.717 0.689 0.669
iscosity index ��� 0.712 0.707 0.685 0.755
onductivity index ��� 0.799 0.784 0.720 0.766
pecific-heat coefficient �s� 0.1059 0.0882 0.0246 0.00574
Fig. 2 †„a…–„d…‡ Possible approximations of the experimental

ournal of Heat Transfer
3 Analysis
The study of fully developed flow is useful and instructive be-

cause it yields the closed form solutions in the channel as the
limiting conditions for the developing flow. A detailed study for
pressure-driven flow was performed by Arkilic et al. �12� by using
a perturbation analysis. Following the analysis, we introduce the
following dimensionless parameters:

X =
x

l
, Y =

y

lc
, U =

ux

uc
, V =

uy

uc
, � =

T − T0

T1 − T0
, P =

p̂

pc

� = �0�T1 − T0�, 1 =
�0

2g2�0lc
4

k0�0
, 2 =

�0g�0lc

k0

Pr =
cp0�0

k0
, � =

lc

l
�3.1�

where � is the hotter-wall temperature parameter, 1, 2 are the
parameters reflected the size effect, Pr is the Prandtl number, and
� is the perturbation variable. Here, the characteristic length, ve-
locity, and pressure are, respectively, defined as

lc = w, uc =
�0g�0�T1 − T0�lc

2

�0
, pc = �0uc

2 �3.2�

Substituting Eq. �3.1� into Eqs. �2.7�–�2.10� gives
property data listed by Suryanarayana †11‡; T0=298.15 K
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�Y
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1 + ��
� = 0 �3.3�

1

1 + ��
��U

�U

�X
+ V

�U

�Y
�

= − �
�P

�X
+

2

1�
� �

1 + ��
�

−
2

3

2

1�

�

�X
��1 + ������2�U

�X
+ �

�V

�Y
��

+ 2
2

1�

�

�X
��1 + �����2�U

�X
�

+
2

1�

�

�Y
��1 + ������

�V

�X
+

�U

�Y
�� �3.4�

1

1 + ��
��U

�V

�X
+ V

�V

�Y
�

= −
�P

�Y
−

2

3

2

1�

�

�Y
��1 + ������

�U

�X
+

�V

�Y
��

+ 2
2

1�

�

�Y
��1 + �����V

�Y
�

+
2

1�

�

�X
��1 + ������2�V

�X
+ �

�U

�Y
�� �3.5�

2 + s�� − �1 + ����−�

1 + ��
��U

��

�X
+ V

��

�Y
�

=
2

Pr 1�

�

�X
��1 + �����2��

�X
�

+
2

Pr 1�

�

�Y
��1 + ������

�Y
� +

1�

Pr
��U

�P

�X
+ V

�P

�Y
�

−
2

Pr �
U +

2

Pr
�1 + �����2��2� �U

�X
�2

+ � �V

�Y
�2�

+ � �U

�Y
+ �

�V

�X
�2

−
2

3
��

�U

�X
+

�V

�Y
�2� �3.6�

The two terms in continuity equation �3.3� must be of the same
rder of magnitude; moreover, the buoyancy term in the momen-
um equation �3.4� will be of the same order of magnitude as the
argest of the other terms. Hence, we expand U, V, P, and � in
owers of � as follows:

U = U0 + �U1, V = �V0, P = P0 + �P1, � = �0 + ��1

�3.7�

ubstituting Eq. �3.7� into Eqs. �3.3�–�3.6� and considering the
sual fully developed limit �i.e., ��1, a sufficiently long chan-
el�, we obtain the reduced forms

�

�X
� U

1 + ��
� +

�

�Y
� V

1 + ��
� = 0 �3.8�

�

�Y
��1 + �����U

�Y
� = −

�

1 + ��
�3.9�

�

�Y
��1 + ������

�Y
� − 1U + 1��1 + ����� �U

�Y
�2

= 0

�3.10�

ere, the characters U0, V0, and �0 have been replaced with U, V,

nd �, respectively. For convective gas microflow �lc�1 mm�,
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the value of the size-dependent parameter 1 is always less than
10−6, e.g., 1�9.44�10−7 for air and 1�2.93�10−9 for he-
lium at the standard reference state. We can, therefore, omit the
last two terms �compressibility and viscous dissipation terms� in
Eq. �3.10�. Reduced energy equation with isothermally heated
boundary conditions implies ��Y�. A solution of Eq. �3.9� in the
form ��Y� is only possible if U is a function of Y position only,
i.e., �U /�X=0. The normalized field equations then become

V = 0 �3.11�

d

dY
��1 + ����dU

dY
� = −

�

1 + ��
�3.12�

d

dY
��1 + ����d�

dY
� = 0 �3.13�

The normalized boundary conditions, which describe velocity
slip and temperature-jump conditions at the fluid-wall interface,
are

U�0� =
2 − �v

�v
Kn�0�

�U�0�
�Y

U�1� = −
2 − �v

�v
Kn�1�

�U�1�
�Y

�3.14�

��0� = � +
2 − �t

�t

2�

� + 1

1

Pr
Kn�0�

���0�
�Y

��1� = 1 −
2 − �t

�t

2�

� + 1

1

Pr
Kn�1�

���1�
�Y

�3.15�

where

Kn =
	

lc
=

	0

lc
� T

T0
��+1/2

= Kn0�1 + ����+1/2, � =
T2 − T0

T1 − T0

�3.16�
For simplicity, we have considered the first-order slip/jump law of
Maxwell �13�. Here, � is the ratio of specific heats, �v and �t are
the tangential momentum and thermal accommodation coeffi-
cients, respectively, Kn is the Knudsen number, and � is the wall-
ambient temperature difference ratio. It should be noted that �v
and �t are the parameters that describe the fluid-wall interaction
�related to the material and quality of channel wall, i.e., its type
and roughness�. The two accommodation coefficients range from
near 0 to 1, where the two values, respectively, represent specular
accommodation and complete �or diffuse� accommodation.

An important parameter for microflow is the mass flow rate ṁ.
The dimensionless mass flow rate is

Ṁ =
ṁ

�0uclc
=�

0

1
U

1 + ��
dY �3.17�

An important parameter for microheat transfer is the heat transfer
rate q. The dimensionless local heat transfer rate, expressed as the
Nusselt number, is

Nui =
qilc

�T1 − T0�k0
= 	�1 + ����d�i

dY
for i = 1

− �1 + ����d�i

dY
for i = 2
 �3.18�

where i=1 and i=2 refer to the hotter-wall and cooler-wall sur-
faces, respectively. Here, we have assumed that the channel walls
are made of materials of low emissivity, so that the effect of
thermal radiation is excluded.

The momentum and energy equations �3.12� and �3.13� subject

to the boundary conditions �3.14� and �3.15� have been numeri-
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ally solved by using an implicit finite-difference method. For
umerical analysis, Eqs. �3.12� and �3.13� are replaced by the
ollowing difference equations:

aj
vUj−1 + bj

vUj + cj
vUj+1 = dj

v �3.19�

aj
t� j−1 + bj

t� j + cj
t� j+1 = dj

t �3.20�
here

aj
v =

�1 + �� j��

��Y�2 , bj
v = −

2�1 + �� j��

��Y�2 , cj
v =

�1 + �� j��

��Y�2

dj
v = − ���1 + �� j��−1�Uj+1

g − Uj−1
g

2�Y
�2

−
� j

1 + �� j

aj
t =

�1 + �� j
g��

��Y�2 , bj
t = −

2�1 + �� j
g��

��Y�2 , cj
t =

�1 + �� j
g��

��Y�2

dj
t = − ���1 + �� j

g��−1�� j+1
g − � j−1

g

2�Y
�2

, j = 2,3,4, . . . ,M

�3.21�
he corresponding slip/jump difference conditions obtained from
qs. �3.14� and �3.15� are

U1 =
2 − �v

�v
Kn0�1 + ��1��+1/2− U3

g + 4U2
g − 3U1

g

2�Y

UM+1 = −
2 − �v

�v
Kn0�1 + ��M+1��+1/23UM+1

g − 4UM
g + UM−1

g

2�Y

�3.22�

�1 = � +
2 − �t

�t

2�

� + 1

1

Pr
Kn0�1 + ��1

g��+1/2− �3
g + 4�2

g − 3�1
g

2�Y

�3.23�

�M+1 = 1 −
2 − �t

�t

2�

� + 1

1

Pr
Kn0�1

+ ��M+1
g ��+1/23�M+1

g − 4�M
g + �M−1

g

2�Y

ere, the superscript g denotes the guess values. Numerical solu-
ions are obtained by first selecting values for Kn0, Pr, �, �, �, �v,
t, �, and �. Then, by using the tridiagonal-matrix algorithm

TDMA�, the variables U and � are obtained by the following
teps.

1. Guess the velocity �g and the velocity Ug at each grid point.
2. Solve the energy equation �Eq. �3.20�� subject to the jump

conditions �Eq. �3.23�� to find the new corrected temperature
�.

3. Replace the previous intermediate value ��g� with the new
corrected value ���, and return to Step 2. Repeat this pro-
cess until the solution converges.

4. Solve the momentum equation �Eq. �3.19�� subject to the
slip conditions �Eq. �3.22�� to find the new corrected veloc-
ity U.

5. Replace the previous intermediate value �Ug� with the new
corrected value �U�, and return to Step 4. Repeat this pro-
cess until the solution converges.

he grid size for simulating the slip flow is used with 0.0025. The
olution in each process is declared convergent when the maxi-
um normalized residual becomes smaller than a chosen conver-

ence criterion of �=1�10−4. The grid size and the convergence
riterion have been validated by comparison with available theo-

etical and experimental results.

ournal of Heat Transfer
4 Results and Discussion

In Fig. 3, we check the results in terms of the velocity U /Ṁ and
the temperature � with those of Chen and Weng �2� and Aung et
al. �14�. The theoretical work of Chen and Weng is the case where
the Boussinesq approximation is applied, the so-called constant-
property case. The experimental work of Aung et al. is a macro-
scale case near w=5 mm. Our macroscale results compare very
well with the theoretical data. It seems that the effect of variable
physical properties on the velocity and temperature fields is neg-
ligible at low hotter-wall temperatures �for small values of ��.
However, theoretical results are in a little disagreement with the
experimental data in detail. The disagreement may result from the
difficulty in making precise measurements or the influence of
channel geometry �l=d=17.78 cm in the experimental setup,
where l and d are the channel length and depth, respectively�. In
fact, to ensure that results are suitable for comparisons, a long and
high-aspect channel should be used for experimental studies.

Air is used in most engineering application fields. We pay at-
tention to the influence of variable physical properties on the mi-
croflow for air at the standard reference state: 298.15 K and

Fig. 3 Comparison of the results of the present study with
those of available work: �=0.51: �=0.1813, Kn0=1.38Ã10−5

„w
=5.119 mm, T0=312.57 K…; �=0.6: �=0.0409, Kn0=1.48Ã10−5

„w=4.775 mm, T0=312.57 K…
1 atm. Physical properties at the chosen reference state are shown
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n Table 1. The present parametric study has been performed over
he ranges: 0�Kn0�0.1 �the minimum size: 0.67 �m� and 0

��2 �the maximum wall temperature: 894.45 K�. For simplic-
ty, we have conducted calculations for complete accommodation
i.e., �v=1 and �t=1�. Note that Kn0 characterizes the effect of
hannel size and that � represents a measure of the departure from
he inlet temperature.

In Fig. 4, we plot the variable-property effect on the velocity
nd temperature fields based on the symmetric-heating case ��
1� and the asymmetric-heating case ��=0.5, �=0�. The solid line
enotes the variable-property case, and the dashed line denotes the
onstant-property case. The chosen reference values of Kn0 and �
or the analysis are 0.03 �w=2.22 �m� and 1 �T1=596.30 K�,
espectively. The no-slip solution �dashed-dotted line� is also
hown to provide a fundamental understanding of the deviation
rom macroscale behavior. It is clear from the plot that the con-
ideration of variable properties leads to an additional velocity
lip and temperature jump on wall surfaces except for the
ymmetric-heating case in the temperature field; moreover, it fur-
hers the symmetry in the velocity profile and the convex nonlin-
arity in the temperature profile. Due to the additional slip and

ump obtained, we also observe smaller variations of U /Ṁ and �

ig. 4 Velocity and temperature distributions for different val-
es of � with Kn0=0.03 and �=1
ith Y. By increasing the cooler-wall temperature �increasing ��,
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the effect of variable physical properties can be magnified on the
velocity field but minified on the temperature field. In addition, a
comparison of the velocity fields of slip and no-slip flows shows
that the effect of rarefaction �a finite value of Kn0� is to reduce the
maximum value and to shift the asymmetric profile to the hotter-
wall side �Y =1�. A comparison of temperature fields shows that,
in opposition to a slip flow, the no-slip flow exhibits the behavior
of concave profile and the nonlinearity increases with increasing
�.

Figure 5 illustrates the variation of the mass flow rate Ṁ with �.
The symmetric-heating case �=1 and two asymmetric-heating

cases �=0.5 and �=0 are presented. It is observed that Ṁ para-
bolically decreases with the hotter-wall temperature parameter �
and then approaches zero, so that the difference with the constant-
property solution �dashed line� parabolically increases. When the
cooler-wall temperature parameter � increases, the variable-
property effect increases. Figure 5 also illustrates the no-slip so-
lution. It is seen that the variational tendency is similar to that of
the slip solution. The effects of increasing � and � seem smaller
than those of the slip solution. Figure 6 illustrates the variations of
the local heat transfer rates Nu1 and Nu2 with �. It shows that,
except for the symmetric-heating case, variable physical proper-
ties may have a significant effect. Due to the convex nonlinearity
in the temperature profile, as shown in Fig. 4, we can predict
smaller values than those in the constant-property case. However,
the temperature jump has a countereffect on Nu2. Greater values
may therefore be obtained on the cooler-wall surface, e.g., for �
=0.5 with ��1.42, where the temperature-jump effect prevails
over the temperature-nonlinearity effect. The variable-property ef-
fect can be minified by increasing the value of �. Note that unlike
the slip solution, Nu1 and Nu2 of the no-slip flow always paraboli-
cally decrease with �. Due to the concave nonlinearity in the
no-slip temperature profile, as shown in Fig. 4, we can obtain
positive values of Nu2 for large values of �.

Finally, to provide a criterion for determining whether the im-
portance of variable physical properties should be stressed, we
classify a flow as constant property if

�Ṁcp − Ṁ�

Ṁ
� 0.05 �4.1�

where the subscript cp denotes the constant-property value ob-

Fig. 5 Mass flow rate versus � for different values of � with
Kn0=0.03
tained from the work of Chen and Weng �2�. For a given value of
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, we seek the critical value of � for all values of Kn0. In the plane
� ,Kn0�, the locus divides the plane into variable-property and
onstant-property regions. From Fig. 7, it is observed that critical
is a monotone increasing function of Kn0 and that the variable-

roperty region is enlarged by the increase in �. Because the mini-
um value of critical � is 0.02928, corresponding to T1
306.88 K, we conclude that the effect of variable physical prop-
rties should be considered for hotter-wall temperatures greater
han 306.88 K.

Conclusions
Realistic formulas for the shear viscosity, thermal conductivity,

onstant-pressure specific heat, density, and molecular mean free
ath have been provided and employed to study the effect of
ariable physical properties on natural convective gas microflow.

long open-ended vertical parallel-plate microchannel with uni-
orm but not necessarily symmetric wall temperature distributions
as used in the analysis. The full Navier–Stokes equations and

nergy equation subject to the first-order slip/jump boundary con-
itions were numerically solved. Results show that ignoring the

ig. 6 Local heat transfer rate versus � for different values of
with Kn0=0.03. The subscript 1 denotes the hotter-wall sur-

ace, and the subscript 2 denotes the cooler-wall surface.
mportance of physical property variation at hotter-wall tempera-

ournal of Heat Transfer
tures greater than 306.88 K may cause significant deviation from
the estimation of flow and thermal characteristics. The variable-
property effect results in the increases in the velocity symmetry
and temperature nonlinearity as well as the decreases in the mass
flow rate and the local heat transfer rate except for the cooler-wall
surface where the temperature-jump effect prevails over the
temperature-nonlinearity effect. By increasing the cooler-wall
temperature, the effect on flow behavior is magnified, but the
effect on thermal behavior is minified. In addition to the under-
standing of rarefied-gas transport behavior, the present study may
benefit the designs and fabrications of microfluidic system devices
in need of high-temperature heated channels.
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Nomenclature
cp ,cv � specific heats at constant pressure and constant

volume, respectively
d � channel depth
f � body force vector
g � gravitational field strength
g � gravitational field vector
h � internal heat generation rate
j � number index in y directions
k � thermal conductivity

Kn � Knudsen number, Eq. �3.16�
l � channel length

l* � development length
ṁ � mass flow rate

Ṁ � dimensionless mass flow rate, Eq. �3.17�
Nu � dimensionless local heat transfer rate, Eq.

�3.18�
p � pressure
P � dimensionless pressure defect, Eq. �3.1�
p̂ � pressure defect, p− ph

ph � hydrostatic pressure

Fig. 7 Critical hotter-wall temperature parameter versus Kn0
for different values of �
Pr � Prandtl number, Eq. �3.1�
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q � local heat transfer rate
R � local curvature radius of the streamline
s � specific heat coefficient
T � temperature
u � velocity vector
u � velocity
ui � velocity in index notation

ux ,uy � velocity components in x ,y directions
U ,V � dimensionless velocity components in x ,y di-

rections, Eq. �3.1�
w � channel width

x ,y � rectangular coordinate system
X ,Y � dimensionless rectangular coordinate system,

Eq. �3.1�

reek Letters
� � thermal expansion coefficient
� � ratio of specific heats, cp /cv
� � perturbation variable
� � convergence criterion
	 � molecular mean free path
� � wall-ambient temperature difference ratio, Eq.

�3.16�
� � dimensionless temperature, Eq. �3.1�

1 ,2 � size-dependent parameters, Eq. �3.1�
� � shear viscosity
� � density

�t ,�v � thermal and tangential momentum accommoda-
tion coefficients, respectively

� � hotter-wall temperature parameter
� ,� � viscosity and conductivity indices, respectively

� � viscous dissipation function

ubscripts
1 � hotter-wall values

2 � cooler-wall values

82401-8 / Vol. 130, AUGUST 2008
0 � inlet properties of the fluid
c � characteristic values

cp � constant-property values

Superscript
g � guess values

Special Symbols
d /dt � material derivative
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Atomistic Visualization of
Anisotropic Wave Propagation in
Crystals
Presented here is a new molecular dynamics simulation approach for visualizing multi-
dimensional acoustic wave-packet propagation in anisotropic materials. This approach
allows examination of longitudinal wave propagation in a selected frequency range and
may also be extended to track transverse motions. The obtained results agree with ana-
lytical predictions and experimental measurements of quasilongitudinal wave front
propagation in the literature. Additionally, spectral analysis reveals minor levels of fre-
quency redistribution as the wave packet propagates, which is indicative of phonon-
phonon scattering. The present approach provides new capabilities for phonon-focusing
studies and offers an alternative to existing experimental and Monte Carlo techniques
used for these studies. �DOI: 10.1115/1.2909608�

Keywords: elastic waves, phonon focusing, heat transfer, molecular dynamics
Introduction
The transfer of heat within nonmetallic solids primarily occurs

y the propagation of elastic waves associated with the displace-
ent of atoms from their lattice sites. These traveling vibrational
aves occur in quantized units called phonons. In single crystals

t low temperatures, the phonons may ballistically travel, meaning
hey persist along straight-line trajectories for long distances with-
ut scattering. The elastic anisotropy of crystals causes directional
ariation in this ballistic heat flux, channeling higher numbers of
honons along specific directions. Understanding how a material
referentially channels vibrational energy in different directions
ill provide a better understanding of heat transfer in crystals and
aterial properties, with increased utility for applications involv-

ng short heat pulses, small dimensions, and/or low temperatures.
he visualization of this heat propagation can also improve un-
erstanding and modeling of low-temperature heat transfer at
reater length and time scales when material properties yield dif-
erent speeds of heat propagation in different directions, as these
irectional variations influence the mesoscale transport of
honons.

The phonon-focusing behavior of crystals has been experimen-
ally investigated for a limited selection of materials in laboratory
ettings, such as Si, GaAs, LiF, InSb, Ge, and other semiconduc-
ors �1�. The techniques measure heat pulse intensity at various
ositions on a crystal surface following excitation of phonons
rom a point source on the opposite side. The point source is
ommonly excited by a narrow electron beam or a laser briefly
mpinging on a metal surface film. The material sample is main-
ained at a low temperature �e.g., 2 K� to suppress phonon-phonon
ollisions and diffusive transport of heat. The signal on the crystal
urface is commonly picked up by superconducting detectors,
hich change resistance in response to temperature increases

1,2�. Input pulse durations are on the order of 10 ns, which re-
uires careful tracking of time or phase differences between the
eat pulse input and signal output. The equipment and high-
uality material samples necessary for this method make a nu-
erical method a desirable alternative.
The nonuniform propagation of heat in the materials can be

xplained using principles of elasticity for crystalline lattice struc-
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tures. In general, the wave vector and the group velocity vector
�propagation direction� of an elastic wave in a crystal will have
different directions. Due to the crystal anisotropy, two separate
phonons with wave vectors possessing different magnitudes and
directions may have parallel group velocity vectors. This is illus-
trated in Fig. 1, which shows a slowness contour �line of constant
�� in a two-dimensional momentum space, corresponding to in-
verse phase velocities of a type of transverse oscillating mode in a
�100� face plane of a cubic crystal �3�. Group velocity vectors will
be perpendicular to this slowness surface. The two different wave
vectors �k� shown in the figure have identical group velocity vec-
tors �vg�. A collection of phonons of a given polarization with
uniform density in wave vector space will have real-space group
velocity vectors with a nonuniform distribution, resulting in real-
space directions with higher- and lower-than-average phonon
fluxes, as shown in Fig. 2. The aspherical ray surface surrounding
a point source of phonons may feature “caustics,” which are di-
rections or surfaces that have been experimentally observed to
have very high phonon fluxes �phonon focusing�. Up to three
distinct acoustic vibrational eigenmodes will be present in any
given direction. The mode with the highest velocity �and lowest
“slowness” k /�� is labeled quasilongitudinal, and along crystal
axes will have the form of a pure longitudinal vibration. Similarly,
the other two vibrational modes are labeled quasislow transverse
and quasifast transverse based on their velocities, and along cer-
tain axes of crystal symmetry will be degenerate, pure transverse
vibrations. In other directions, a vibrational eigenmode will be a
mixed mode. Each of the distinct vibrational eigenmodes of the
lattice will have a different group velocity �a function of direction�
and thus a different wave front or ray surface.

The most common method of numerical investigation uses a
Monte Carlo model of phonon transport to simulate the experi-
mental technique �4�. The Monte Carlo simulation performs cal-
culations for many phonons in a selected range of wave vector
and of selected polarizations to determine their position and time
of arrival on the crystal surface corresponding to the image plane.
Many individual phonon transport calculations are required to
span the necessary time interval, densely sample all relevant
modes, wave numbers, and wave vector directions, and accumu-
late enough phonons on the image plane within a given time win-
dow to provide clear contrast �dynamic range and signal reso-
lution�. The more detailed versions of these Monte Carlo models
incorporate the full three-dimensional dispersion relations to cal-

culate phonon group velocities.
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In this study, molecular dynamics �MD� is explored as a tool for
isualizing spatially nonuniform propagation of heat in crystal
attices. It serves as an alternative to the Monte Carlo method and
ther numerical models. Unlike the Monte Carlo approach, the
stablished MD models of various materials incorporate potential
nergy functions to describe their atomic interactions. This means
hat the user need not compute dispersion relations or material
lastic stiffness constants, because these properties are natural re-
ults of the selected potential function.

ig. 1 Slowness surface for quasitransverse mode in „100…
lane, plotted in k-space with sample wave and group velocity
ectors

ig. 2 Schematic depiction of nonuniform distribution of
roup velocity vectors resulting from uniform distribution of

ave vectors

82402-2 / Vol. 130, AUGUST 2008
2 Simulation Method
The simulation approach is to model a block of atoms, impose

a point-source vibration into the atomic lattice to create traveling
waves, and then monitor atoms on a selected crystal plane to
determine their kinetic energy as a function of position and time.
This method is selected because of its similarity to the experimen-
tal technique in its use of a point-source excitation and its moni-
toring of signals on a plane.

The MD model used is based on program code of Lukes and
Tien �5�, which uses a Lennard–Jones �LJ� 12-6 potential function
with parameters �=0.34 nm and �=1.67�10−21 J �6�. The model
simulates a solid argon crystal in a face-centered cubic lattice,
which, due to its single atom basis, supports acoustic modes only.
LJ 12-6 argon was selected based on its speed of computation, but
has the added benefit that its cubic stiffness constants are close to
those of Ge, Si, and GaAs, as shown in Table 1. The elastic con-
stant ratios of LJ 12-6 argon are aAr=C11 /C44=1.7, and bAr
=C12 /C44=0.96, per Barker et al. �7�. Ge, Si, and GaAs have
wave fronts with similar qualitative characteristics. One of the
most important characteristics is that as the longitudinal-mode
wave vector departs farther from the �100� direction, the group
velocity and phase velocity increase. This behavior is also pre-
dicted by acoustic theory �3�. For these materials, the
longitudinal-mode wave front intersects a �100� plane in a form
resembling a “rounded square,” similar to that shown for germa-
nium in Fig. 6 of Ref. �8�. As Ar is more anisotropic than Ge, the
shape of the wave front is even less circular.

The lattice is configured as a large box-shaped domain with
rigid walls on two opposite sides and periodic boundaries on the
other four sides �Fig. 3�. All sides of the domain are �100� planes.
The simulation domain typically contains between 5000 and
340,000 atoms, with side lengths of up to 26 nm, based on 50 unit
cells sized at 0.53 nm each.

An image plane could be selected at any place within the crys-
tal with any orientation. To match a number of experimental

Table 1 Ratios of material stiffness constants for Ar and simi-
lar cubic crystals

Material a=C11 /C44 b=C12 /C44

�=a−b−2
anisotropy factor

Ar, 12-6 LJ 1.7 1.0 −1.2
GaAs 1.9 1.0 −1.1
Ge 1.9 0.7 −0.8
Si 2.1 0.8 −0.7
Fig. 3 Schematic of simulation domain
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amples, we use a �100� image plane, and as part of the model
nvestigation we examined results from three different configura-
ions of the boundary conditions, shown in Fig. 4. Configuration 1
ses a plane of atoms adjacent to a rigid far wall. Configuration 2
ses a far wall with a free surface, matching the experimental
onfiguration �though not the length scale�. Configuration 3 uses a
onger model with rigid walls on both ends, and samples data at
n image plane in the center of the model.

In Configuration 1, the wave reflects off of the far wall and the
eflected portion may interfere with incoming portions of the same
ave, but this does not change the fundamental shape�s� of the ray

urfaces or those of the resulting contours, so Configuration 1 can
ive meaningful results. Configuration 2 gives unsatisfactory re-
ults due to its free surface. A free surface causes local static
elaxation of the lattice, a scale-dependent effect resulting from
mage plane atoms having a different number of neighbor atoms
rom which they may feel forces. This local relaxation changes the
attice constant as well as the ratios of stiffness constants, which
or our purposes means changing the simulated material. The Mo-
ecular Statics process of relaxation is conducted with the method
f steepest descent, which leaves a small amount of residual ther-
al noise. Unfortunately, in our models, this noise is the same

rder of magnitude as the signal reaching the image plane, result-
ng in an image with the proper recognizable contours but non-
niform or unclear details.

Configuration 3 gives results similar to those of Configuration
, but without the issue of reflection from the far wall boundary
ausing phase inversion and wave interference. The images from
onfiguration 3 are collected well before any waves have encoun-

ered the far wall. All of the images presented in this paper come
rom models with Configuration 3, as shown in Fig. 3.

The position and velocity of each atom in the image plane are

ig. 4 Various boundary conditions investigated in the
imulations
racked over time. In the computations described below, these data

ournal of Heat Transfer
are recorded at intervals of 10 or 50 time steps, where each time
step represents 1 fs. To provide very high time resolution, they
could be sampled every time step, which would generate a very
large data set for postprocessing. The recorded velocity of each
atom is used to compute the kinetic energy at the image plane as
a function of position. The KE data are used to create contour
maps of kinetic energy on the image plane at selected instants,
plotted with a cubic spline curve fit. Using this method, one could
also track and plot momentum, if desired, for comparison versus
experimental sensors that respond to local atomic momentum
rather than energy.

The lattice in the model is first initialized at a temperature of
0 K. A point source of heat is generated by moving a single atom
in a lattice position centered adjacent to one wall of the model.
This generates disturbances in the positions of neighboring atoms,
which travel in a wavelike fashion radially away from the point
source. By moving the atom in particular directions, one can gen-
erate waves or combinations of waves with strong polarizations in
particular directions. The most successful point-source motions
we have used thus far are temporally narrow wave-packet oscil-
lations. Figure 5 shows an example shape of one of these input
wave packets. The packet amplitude represents displacement of
the driving atom from its equilibrium position, and the time de-
rivative of the packet is proportional to the magnitude of the local
atomic velocity. The kinetic energy of the moving atom then var-
ies over time, as shown in Fig. 6, with individual peaks in kinetic
energy at successive time intervals. This pattern of peaks is pre-
served as the excited wave travels away from the source and

Fig. 5 Typical narrow wave-packet shape, �=0.007 rad/fs

Fig. 6 Kinetic energy time history of wave packet „source sig-

nal…, �=0.007 rad/fs

AUGUST 2008, Vol. 130 / 082402-3
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eaches the image plane. At each point in space, the local dis-
lacement along a modal eigenvector resembles a wave packet.

Each point �each atom� on the image plane has a sequence of
inetic energy peaks resembling those in Fig. 6, and will return to
low-temperature state after the wave passes through its position.
s different points on the image plane have different distances

rom the source, and due to the directional variation of group
elocity, the observed effect is that of a series of pulses arriving at
he center of the y-z image plane and radially traveling outward in
series of rings.
The use of a temporal wave packet allows the input to be set at

r around a selected frequency �, which is a useful numerical
odel feature not available in the experimental method. The di-

ection of the particle velocity is chosen and the resulting wave
umbers and group velocities of excited vibrations are generated
ithin the model as a consequence of the crystal stiffness con-

tants, determined by the lattice structure and potential function.
o extract information about the longitudinal mode, the displace-
ents of the driven atom are aligned with the x axis, though this
otion will generate all three modes of acoustic waves. The indi-

idual modes propagate as separate wave packets that travel at
ifferent speeds but may overlap in space. Input displacement
mplitude should be kept small to keep the material response in
he linear elastic regime, meaning several percent of a lattice con-
tant. Due to the 1 /r2 decay of vibrational energy propagating
rom a point source in three dimensions �3�, excessively small
isplacements will be difficult to distinguish at the image plane.
he conflicting desires for both a linear response and strong signal

evels limit the range of input displacements capable of generating
seful images. Because the wave amplitude quickly decreases
ith a 1 /r dependence as it travels from the point source, high-

mplitude initial pulses may be tolerable, with some correspond-
ng decrease in packet quality as discussed in Sec. 3. In addition,
e use images generated by the early peaks of the packet, which
ave smaller amplitudes than those of the packet center and thus
ess distortion. Our clearest images result from packets with maxi-

um source atom displacement amplitudes in the range of 1–7%
f a lattice constant, measured at the packet center, corresponding
o early pulse amplitudes on the order of 0.02� at the source atom.

Results and Discussion

3.1 Phonon-Phonon Scattering. Because multiple modes
ay be generated by the point-source motion, which travel in

arious directions, the packet does not represent a single phonon.
t instead represents a collection of phonons forming a heat pulse.
he wave packets generated by the atomic point motion experi-
nce some degradation as they travel across the crystal, primarily
ue to the atomic bond anharmonicity, which allows phonon-
honon interactions. Phonon-phonon interactions, in general, re-
ult in distribution of energy to different frequencies, and the ap-
earance of new frequencies not originally excited at the source is
strong indication that phonon-phonon scattering is occurring.
The transport from the source to the image plane is seen by

racking displacement pulses at various atoms with different dis-
ances from the source. A packet-shaped disturbance propagates
utward at constant, finite speed and maintains the same shape
ver the propagation distance �typically 10–20 lattice cells�. The
ransport is not purely ballistic, but in those regions with small
isplacement amplitudes it approaches the ballistic transport that
omes from harmonic wave motion. The majority of energy in the
acket remains around the selected driving frequency �. To ex-
mine the frequency content of the wave packet, the x-direction
isplacements of selected atoms along the x axis are monitored
ver time and a Fourier transform is performed on each displace-
ent time history to obtain the frequency spectrum at each

osition.
Figure 7 shows the amplitude-frequency characteristics of the
ongitudinal-mode vibration at the source atom, at the center of

82402-4 / Vol. 130, AUGUST 2008
the image plane, and at a position between the two, with a wave-
packet input centered at 1.1 THz. Due to the presence of point
masses rather than a continuum, the vibrational wave number has
an upper limit, which corresponds to a frequency of 2.1 THz on
the argon dispersion relation �Fig. 8�. Inputs above this frequency
will not propagate in a wavelike fashion.

From comparison of the frequency spectra in Fig. 7, we see that
the longitudinal pulse arriving at the image plane has frequency
characteristics that are similar but not identical to the input. As the
hemispherical wave amplitude decreases in proportion to 1 /r, the
figure includes spectra scaled by a factor of r to permit compari-
son of scaled amplitudes. The scaled amplitudes at different loca-
tions are not exactly equal, as energy may be scattered into or out
of other �transverse� modes. From the signal at the image plane,
we see that the majority of the wave energy lies in a large peak
surrounding the input frequency, with a pulse full width at half
maximum �FWHM� value of 0.4 THz, one-third of the driving
center frequency. The motion of the source is not necessarily the
same as the response of the surrounding atoms. All neighboring
atoms feel the influence of the source motion, and stronger atomic
force interactions occur in the directions of closer atomic spacing,
such as the close-packed �111� direction. As the wave propagates
toward the image plane, it degrades in quality, and wave energy is
redistributed to other frequencies. This effect has been observed to
grow stronger for very long domains �NCX�20�. Additionally,
the use of higher input wave amplitudes �uinput�0.1�� increases
this effect.

The influence of wave amplitude upon packet characteristics
can be seen when using a plane wave of high amplitude. In the
case of the point source, the high-amplitude motion is present
only in a small region of space near the source, as energy spreads
out over an expanding wave front. In contrast, the plane wave
packet maintains its high amplitude as it travels because its wave
fronts have constant surface area. This causes strongly nonlinear
elastic effects, which continue through the complete path of mo-
tion of the plane wave. Figure 9 shows the resulting frequency
spectrum caused by sending a longitudinal plane wave packet
through ten lattice cells �15��. This boundary-driven case uses a
displacement amplitude of 0.03� and a driving frequency of
0.007 rad / fs �1.1 THz�, and may be compared to Fig. 7. We see
that the continuous strong anharmonic effects cause a dramatic
redistribution of the wave energy into vibrations of other frequen-
cies, with more energy being distributed into the lower-frequency
vibrations. This observation is consistent with the conclusions of
Ref. �9�. It is expected that further redistribution will occur as the
packet continues to propagate, ultimately leading to an equilib-
rium �Planck-like� frequency distribution.

To minimize phonon-phonon scattering effects, it is beneficial
to keep wave-packet amplitudes small and thus permit the packet
to travel with less distortion. It is important to note that reduction
of pulse amplitude, while reducing anharmonic interactions, also
reduces the signal-to-noise levels on the image plane. In terms of
phonon motion, minimal packet distortion is equivalent to a con-
dition of near-ballistic phonon transport through a region at low
temperature, as in the experiments, with low phonon population
and a low probability of phonon-phonon scattering. With a larger
domain, the wave packet may be elongated in space, reducing the
width of the packet on the amplitude-frequency diagram. Due to
the scaling relations discussed in Sec. 5, achieving low bandwidth
packets can quickly become computationally expensive.

Figure 10 shows an amplitude-frequency spectrum at the image
plane for a longer, lower-frequency packet �0.74 THz� than those
previously applied �1.1 THz�. Interestingly, this lower frequency
packet exhibits less high-frequency redistribution, indicating that
less phonon-phonon scattering is occurring for this case.

The inclusion of periodic boundaries on the sides of the model
could potentially clutter the image plane signal with periodic “du-
plicates” of the initial pulse, formed by wave fronts that travel to

one periodic boundary, wrap around to the opposing periodic
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Fig. 7 Frequency spectra of wave packet at various locations, �

=0.007 rad/fs
ig. 8 12-6 argon dispersion relation for †100‡ direction, based

n Barker et al. †8‡

ournal of Heat Transfer
Fig. 9 Frequency spectrum of high-amplitude plane wave ar-

riving at image plane, �input=0.007 rad/fs
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oundary, and eventually arrive at the image plane. A two-
imensional schematic of this behavior is shown in Fig. 11. To
revent this confusing effect, the model is constructed such that
he distance between the fixed walls in the x direction is in the
ange of 60–120% of the distance between opposing periodic
oundaries in the y and z directions, and data are collected at a
osition halfway between the two x-plane walls. Data are sampled
or a limited time and over a limited span of the image plane to
lter out any stray signals that may have passed through periodic
oundaries on their way to the image plane. The image plane will
how the arrival of waves with quasilongitudinal and both quasi-
ransverse polarizations, and by selecting early times we may ob-
erve the arrival of longitudinal pulses prior to the arrival of trans-
erse wave energy.

3.2 Visualization of the Longitudinal Mode at the Image
lane. The motion of the point-source atom results in multiple
ands of kinetic energy appearing on the image plane, correspond-
ng to peaks and valleys of the wave packet. The patterns on the

ig. 10 Frequency spectrum for wave packet at center of im-
ge plane, scaled by radius, �=0.00465 rad/fs

ig. 11 Schematic depiction of signal passing through peri-

dic boundary to reach image plane

82402-6 / Vol. 130, AUGUST 2008
image plane are examined to isolate those associated with the
quasilongitudinal waves. Figure 12�b� shows the patterns gener-
ated by this longitudinal displacement packet at different times.
The squared-off rather than circular shape is a direct consequence
of the directional variation of the speed of sound. This pattern is
repeatable for simulation domains with differing ratios of NCY
and NCZ. The wave-packet nature of the driving vibration results
in a pulse that is spread out in space on the image plane. The
outline of the wave front on the image plane is that of a circle
stretched in the y-z diagonal directions, with a greater kinetic
energy level seen in the diagonal corners. There is a physically
correct anisotropy in both the group velocity and the energy den-
sity. This matches the analytical prediction of the ray surface
shape, as shown in Fig. 6 of Ref. �8�. The shape generated by the
MD model matches that of the experimentally measured quasilon-
gitudinal wave front shown in Figure 19�a� of Ref. �8� as well as
the phonon image video provided in �10�. The cubic spline inter-
polation introduces some noise in the MD image of the wave
front, but does not substantially change the shape. In addition, the
MD wave fronts are wider at these particular instants, which ulti-
mately results from the MD model’s that need to simulate a crys-
tal with lengths on the order of 10 nm while preserving the proper
�unscaled� vibrational wavelengths.

In Fig. 12, the time history of the expanding front of the
longitudinal-driven pulse as it moves across the image plane cor-
responds to the arrival of peaks of the wave packet. As seen in the
experiments, the pulse appears to emerge from a central point, and
then appears to radially travel outward in the y-z plane, forming
the rounded-square shape. The intensity of the contours gives the
local atomic kinetic energy, analogous to energy density per unit
of area. Points or features on the wave fronts are not actually
traveling in a lateral direction in the y-z plane, but rather along
radial lines emanating from the point source of energy on the
opposite side of the crystal. The motion of this image occurs be-
cause as the wave front grows in the radial direction, its intersec-
tion with the fixed image plane grows as well. In addition to this
growth, the image may change shape as the image plane slices
through a different part of the roughly hemispherical wave front.
So the radial motion apparent in the y-z plane is the motion of the
intersection of this front and the y-z plane, and thus the velocity of
an image feature in this plane is only a projection of the propaga-
tion velocity of the image feature on the expanding front. This is
further illustrated in the two-dimensional schematic of Fig. 13,
showing a section cut through a crystal, with an expanding as-
pherical front contacting a fixed image plane at successive times.
In this figure, the wave is shown reflecting off of the far wall of
the crystal, as occurs in an experiment. From the images seen in
Fig. 12, we can see that the energy traveling from a point source
propagates at higher speeds as the direction varies farther from
�100�, in accordance with acoustic theory for cubic crystals with
stiffnesses matching or close to those of LJ solid argon.

4 Simulation Artifacts Present at Late Times
At sufficiently late times in narrow-domain models, the wave

fronts will travel through periodic boundaries. At late times, the
signal will contain both directly transmitted waves and indirect
waves �as in Fig. 11�. As wave interference occurs, the planar
images of the packet-shaped pulse in this case contain multiple
“islands” of high kinetic energy, rather than continuous streaks.
The signal on the image plane can and should be tested to verify
its invariance with changes in domain shape. Figure 14 shows
signals collected at late times in domains with different propor-
tions in the y and z directions. Here, the proportions are deliber-
ately chosen to be narrow to demonstrate the problems associated
with signals in narrow domains at late times. At first inspection,
the image shown on the square image plane shows a series of
energy peaks in an interesting pattern that suggests some physical
meaning. A sample feature is circled in the central image, as well

as the corresponding location in the adjacent images. Comparison
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ith the other adjacent figures, representing the same case run
ith domains of differing proportions, shows that the patterns
isappear or change with domain shape. This indicates that the
atterns result from wave overlap and interference following

Fig. 12 „„a…–„d…… Kinetic energy contours—progr
ransmission through the periodic boundaries, and do not repre-

ournal of Heat Transfer
sent proper wave propagation patterns. In addition, at sufficiently
late time steps, the model may display pulses that have reflected
off of both fixed walls and returned to the image plane a second
time. In contrast, the previously shown contours �Fig. 12� do not

ive time images of expanding longitudinal pulse
vary with domain proportions. These transmission and reflection

AUGUST 2008, Vol. 130 / 082402-7
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ffects limit the total simulation time over which meaningful im-
ges will be presented. For the method to produce proper results,
he patterns must be shown to be invariant to lateral extensions of
he simulation domain, and time windows must be chosen to
void picking up the overlapping periodic signals. In practice, the
odel has to be run with various simulation domain shapes to

erify that the patterns of interest are not domain dependent.

Advantages and Limitations of the Method
A key advantage of the present approach is its elimination of

he task of directly calculating the dispersion relation or vibra-
ional eigenvectors and eigenvalues for every possible direction.
nstead, this information naturally results from the choice of po-
ential function and crystal structure. With a sufficiently large do-

ain, the various eigenmodes will separate into independent
ackets that arrive at the image plane at distinct times, as seen in
xperiment. Our computational ability limits our domain size, so
he desired longitudinal wave packet partly overlaps the transverse

ode vibrations that are incidentally generated. By examining
mages at sufficiently early simulation times, we are able to sense
he arrival of the early pulses of the quasilongitudinal mode
acket.

The modeling technique relies on selection of domain size in
he y-z plane �NCY�NCZ, as shown in Fig. 3� to provide suffi-
ient resolution of the images. This feature is also common to the
onte Carlo model, where the image plane is sampled into bins,
hich collect incident phonons. This model resolves signal level

s a scalar value inherent at every step of the calculation, so runs
ontaining many separate vibrations may not be necessary, unlike
he Monte Carlo approach. Instead, the MD approach requires
election of simulation cell length in the x direction to provide the
roper angular span of group velocity vector directions, and this
ranslates the y-z resolution into an angular resolution. As the
ength of the model increases in the x direction �NCX�, the com-
utation time rises in proportion to NCX2, due to a linear increase
n the number of atoms modeled combined with a linear increase
n the simulated time required for a pulse to traverse the simula-
ion domain, traveling from the source to the image plane. This
caling relation makes the MD model computationally expensive

ig. 13 Two-dimensional schematic of wave fronts intersect-
ng image plane at successive times
or high resolution/large domain simulations.

82402-8 / Vol. 130, AUGUST 2008
In the Monte Carlo approach, a large number of phonons and
hence individual computations are necessary to ensure sufficient y
resolution, z resolution, time resolution �via window selection�,
and image contrast or relative intensity. Increasing any one of
these can proportionally increase computation time. Increasing the
number of points in the Monte Carlo model’s y-z plane fourfold
while maintaining the same angular spread will require four times
the computation time. In the MD model, maintaining a given an-
gular span of group velocity vectors while increasing the y-z
plane’s pixel count �resolution� fourfold will require doubling
NCX, NCY, NCZ, and simulated time, ultimately requiring 16
times the computation time. This potentially high cost of the MD
model is somewhat compensated for by the collection of data with
very high time resolution, and with very high signal level reso-
lution in the image plane by using floating-point values for kinetic
energy levels.

The images in this study were taken from runs using domains
of 32�46�36 and 24�30�20 unit cells. Smaller computa-
tional domains gave indistinct patterns due to the poor resolution.
Computations for these domains were completed on a single pro-
cessor in less than 24 h. A model of this type using 12-6 argon
potential functions could produce results for a 60�100�100 cell
case in less than a month using a single processor available today.
While increased domains will provide higher resolution, they also
result in decreased pulse amplitude at the image plane, thus lower
signal-to-noise levels. As the pulse propagates over a longer dis-

Fig. 14 Kinetic energy contours on image planes, example im-
ages after signals have passed through periodic boundaries
tance, it is subjected to increased scattering due to the anharmonic
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otential functions, and raising the initial pulse amplitude to in-
rease signal levels will distort the pulse by increasing the anhar-
onic scattering.
Given a sufficiently large model, one could select a multiple-

tom region of the material to serve as the point source of
honons. In this surface region, the atoms could be given initial
elocities based on a chosen energy distribution, and then allowed
o interact over time and redistribute the energy by generating
aves. This approach would more closely match that of the ex-
eriment. To maintain the ratio of the heated region diameter to
aterial sample size found in the experiment, the model would

ave to incorporate many millions of atoms. This desirable but
omputationally expensive signal generation method is beyond
he scope of the present calculations. A pulse driven using mul-
iple atoms could improve the signal-to-noise level. This would
lso permit the driven input to have a uniform distribution of k,
otentially yielding transverse mode caustics as seen in experi-
ents. In its present form, the model will not properly resolve

austics, a clear drawback.
Our method for identification of the quasilongitudinal wave

ront is by arrival time. Due to our computational limits, any
uasitransverse wave packets present will overlap with the trailing
ortion of the quasilongitudinal packet. In phonon-focusing ex-
eriments, the pulses are short enough and the length scale large
nough that the individual modes separate in space into distinct
ulses for the quasilongitudinal, quasifast transverse, and quasis-
ow transverse pulses. With MD models which are an order of

agnitude larger than those we use, the wave packets will sepa-
ate as well, and allow separate visualization of the quasitrans-
erse modes in the fashion of the experiment.

Conclusions
A new MD method was developed to observe wave-packet

ropagation in crystals. This method revealed anisotropic propa-
ation of wave fronts associated with point-source energy inputs
sing narrow wave packets. These images showed wave front pat-
erns associated with the quasilongitudinal mode. This method

ay serve as an alternative to experimental and other numerical
ethods due to its high time resolution, high signal intensity res-

lution, and ability to simulate vibrations of a specific frequency
ange.
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Nomenclature
a � crystal elastic stiffness ratio, C11 /C44
b � crystal elastic stiffness ratio, C12 /C44
k � wave number
k � wave vector

KE � kinetic energy
PE � potential energy

NCX � number of lattice cells used in x direction
NCY � number of lattice cells used in y direction
NCZ � number of lattice cells used in z direction

r � radial distance from source
t � time
u � displacement

vg � group velocity vector
x � coordinate direction
y � coordinate direction, lateral
z � coordinate direction, lateral

� � elastic anisotropy factor, �=a-b−2
� � model parameter—energy value corresponding

to minimum potential energy of a pair of at-
oms �distance below 0 PE�, equivalent to
maximum binding energy

� � potential function length parameter spacing at
which the atomic pair has energy matching
that of a pair at infinite separation

� � vibrational angular frequency
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Size Effect on the Thermal
Conductivity of Thin Metallic
Films Investigated by Scanning
Joule Expansion Microscopy
A technique to extract in-plane thermal conductivity of thin metallic films whose thickness
is comparable to electron mean free path is described. Microscale constrictions were
fabricated into gold films of thicknesses 43 nm and 131 nm. A sinusoidal voltage excita-
tion across the constriction results in a local temperature rise. An existing technique
known as scanning joule expansion microscopy, measures the corresponding periodic
thermomechanical expansion with a 10 nm resolution and determines the local tempera-
ture gradient near the constriction. A three-dimensional finite-element simulation of the
frequency-domain heat transfer fits the in-plane thermal conductivity to the measured
data, finding thermal conductivities of 82�7.7 W /mK for the 43 nm film and
162�16.7 W /mK for the 131 nm film, at a heating frequencies of 100 kHz and 90 kHz,
respectively. These values are significantly smaller than the bulk thermal conductivity
value of 318 W /mK for gold, showing the electron size effect due to the metal-dielectric
interface and grain boundary scattering. The obtained values are close to the thermal
conductivity values, which are derived from electrical conductivity measurements after
using the Wiedemann–Franz law. Because the technique does not require suspended
metal bridges, it captures true metal-dielectric interface scattering characteristics. The
technique can be extended to other films that can carry current and result in Joule
heating, such as doped single crystal or polycrystalline semiconductors.
�DOI: 10.1115/1.2928014�

Keywords: thermal conductivity, metallic thin films, size effects, surface scattering,
atomic force microscopy
ntroduction

Thermal and electrical properties of thin films are important for
erformance and reliability design of future microelectronic and
anoelectronic systems. Electrical connections in these systems
onsist of metal wiring of size 100 nm or less. When the size of a
etal interconnect is comparable to electron mean free path, elec-

ron transport is dominated by scattering with the metal-dielectric
nterface, which can reduce the electrical and thermal conductivi-
ies to less than half the bulk value �1–6�. This conductivity re-
uction has been explained by the Fuchs–Sondheimer model �1,2�
nd subsequently more refined models �3–6�. Grain boundary
lectron scattering can also be greatly enhanced for such thin films
ue to the much smaller grain sizes observed in thin films, when
ompared to the bulk �7�. A number of techniques have been
roposed to measure the thermal conductivity of thin films �8–14�.
here are significant challenges that need to be overcome at the
anometer scale. These include spot size limitations that restrict
aser-based techniques to spatial resolution no better than 100 nm
8–10�, and infrared techniques to the diffraction limit of a few
icrons. One technique suitable for nanostructures uses resistance

hermometry in a suspended bridge �11–15�. However, this tech-
ique has a low sensitivity if the substrate is not etched away �15�.
his etch alters electron interface scattering properties and skews

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received March 7, 2007; final manuscript re-
eived February 5, 2008; published online May 30, 2008. Review conducted by
holik Chan. Paper presented at the 2005 ASME International Mechanical Engineer-
ng Congress �IMECE2005�, Orlando, FL, November 5–11, 2005.

ournal of Heat Transfer Copyright © 20
the measurement. There is a need for improved thermal character-
ization techniques that preserve the interface between the heated
nanostructure and its surroundings.

A number of previous reports have described thermal conduc-
tivity measurements using scanning thermal microscopy �SThM�
�16�, in which a temperature-sensing element is fabricated onto a
scanning probe �17–20�. Thermal conductivity measurement using
SThM faces several challenges. In either steady-state �17–19� or
periodic �20� measurements, heat flow from the probe into the
sample is deduced by calibration with samples of known thermal
conductivity. A significant drawback of these techniques is that
heat transfer between the probe and sample has sensitive depen-
dence on tip-sample contact, which can be modulated by the
sample hardness, contact force, or wear �21�. Small changes in
tip-sample contact can lead to large changes in measured tempera-
ture values, reducing the usefulness of SThM for quantitative
property measurement.

This article describes a technique to measure the in-plane ther-
mal conductivity of thin metallic films and interconnects using
scanning joule expansion microscopy �SJEM� developed by
Varesi and Majumdar �22�. SJEM measures the periodic thermal
expansion amplitude at the sample surface, which corresponds to
the periodic temperature at the surface. A solution to the periodic
heat diffusion equation is compared with the measured tempera-
ture distribution. The thermal conductivity is used as a fitting pa-
rameter to match simulation and experiment, and the fit thermal
conductivity is close to the independently deduced value, obtained
by using the electrical conductivity measurements and by using
the Wiedemann–Franz law �23�. The SJEM technique originally
developed by Varesi and Majumdar �22� does not rely upon tip-

sample heat flow, and thus overcomes several drawbacks associ-
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ted with SThM. The novelty of the present technique is in using
constriction to measure the temperature amplitude variation due

o the current crowding and using detailed frequency space simu-
ations to extract the in-plane thermal conductivity of metallic
lms.

easurement Technique and Experimental Details
The test structure consists of a constriction between the two
etal lines of different widths. Figure 1 shows a schematic of the

onstriction and the different layers underneath the metal film.
he described technique can also be applied on other electrically
onducting films such as doped semiconductors. A periodic cur-
ent through this structure results in a periodic expansion of the
urface. Due to the current continuity, the current density is much
igher near the constriction and in the narrow line than in the wide
nterconnect. Higher current density causes higher heat generation
er unit volume, and if the thermal conductivity of the metal film
s not too high, this heat generation variation results in a sensible
emperature amplitude gradient near the constriction. The tem-
erature amplitude gradient becomes steeper as the heating fre-
uency is increased. This temperature amplitude gradient is mea-
ured using SJEM at several different frequencies. Thermal
onductivity of the film is then extracted by fitting these curves
ith detailed numerical simulations. The width of the constriction

s made small compared to the length of the electrical intercon-
ects, so that the local temperature amplitude distribution in the
icinity of the constriction is independent from the rest of the
tructure.

The test structure in the present study includes metal lines made
f gold films. Both the shorter �2a� and longer �2b� width lines in
he test structure extend to more than 2 mm in length �Fig. 1�. The

etal line was deposited using electron beam evaporation of gold
nd patterned by the lift-off technique. The silicon dioxide layer
nderneath was deposited by plasma enhanced chemical vapor
eposition �PECVD� process. It is important that there be a good
ontact between the metal lines and the underlying silicon diox-
de. The expansion amplitude deteriorates considerably when
here is a delamination between the metal line and the oxide layer.
wo structures, Constriction A and Constriction B, of different

hicknesses were investigated. All the dimensions of these struc-
ures are given in Table 1.

The thermal conductivity of silicon dioxide underneath the
etal lines is important in the numerical model, and was indepen-

ently measured using the 3� method �24�. The thermal conduc-
ivity of silicon dioxide was measured in Constriction A wafer to
e 1.16�0.035 W /mK, and in Constriction B wafer to be
.00�0.019 W /mK. These values are typical for chemical vapor
eposited silicon dioxide films �25�.

A closed-loop atomic force microscope �AFM� �Asylum
esearch—MFP-3D� was used along with a digital and a RF

ock-in amplifier �Stanford Research Systems—SR830 and
R844�. The AFM scan rates varied from 0.25 Hz to 2 Hz. These
ere adjusted such that for each data point �pixel in the x-y plane
f the film�, at least ten surface oscillations were detected by the

Fig. 1 A schematic of the constriction in a metal thin film
FM tip. Most of the measurements are in the few 100

82403-2 / Vol. 130, AUGUST 2008
oscillations/data point range. This allowed sufficient time for the
lock-in to detect the particular frequency component.

Numerical Modeling

Thermal Model in Frequency Space. A sinusoidal voltage
signal in an interconnect results in a steady �DC� and a periodic
�AC� heat generation. Since SJEM measures only the AC tem-
perature amplitude, significant computational effort can be saved
by transforming the heat conduction equation into frequency or
complex space. Consider the transient heat conduction equation

�c
�T�r,t�

�t
= k�2T�r,t� + q̇��r,t� �1�

with a time varying volumetric heat generation. If �h is the fre-
quency of heat generation ��h=2�, where � is the frequency of
input voltage signal�, periodic components of heat generation and
temperature can be written as

T�r,t� = �X�r� + iY�r��ei�ht, q̇��r,t� = qo�r�ei�ht �2�

where X�r� and Y�r� are, respectively, the real and imaginary parts
of temperature amplitude, qo�r� is the spatially varying heat gen-

eration amplitude and i=�−1. With these substitutions, Eq. �1�
leads to two steady coupled partial differential equations:

k�2X�r� + �c�hY�r� + qo�r� = 0

k�2Y�r� − �c�hX�r� = 0 �3�

These equations are solved using an in-house developed code
based on the traditional finite-element method �FEM� �26�. In the
numerical simulations, lengths La and Lb along the metal line,
shown in Fig. 1, are made long enough so that the results near the
constriction are independent of these lengths. The temperature
amplitude reaches a constant value further from the constriction,
corresponding to a two-dimensional case. Specifically, La
=20 �m and Lb=40 �m for Constriction A, and La=30 �m and
Lb=60 �m for Constriction B. The numerical model also includes
the entire oxide film thickness, and a portion of silicon substrate
�100 �m for Constriction A and 60 �m for Constriction B�. These
thicknesses for silicon capture the transient behavior accurately at
the heating frequencies used in the current study.

Heat Generation Model. In steady-state conditions, electric
field can be obtained from a solution of Poisson’s equation for
electric potential with a zero space charge. Ohm’s law gives a
relationship between the electric field and current density, once
the electrical resistivity is known. Heat generation can then be
calculated using the electric field and current density. The follow-
ing set of equations fully describes a steady-state scenario:

�2V�r� = 0

E�r� = − �V�r�

Table 1 Dimensions of constrictions investigated in the
present work

Constriction A Constriction B

Shorter width �2a� 7.01 �m 6.2 �m
Longer width �2b� 200 �m 200 �m
Metal thickness �h� 43.4 nm 131.3 nm

Oxide thickness �dox� 849 nm 7.72 �m
j�r� = E�r�/�e

Transactions of the ASME
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q̇��r� = j2�r��e �4�

here V�r� is the electric potential, E�r� is the electric field, j�r�
s the current density, and �e is the electrical resistivity. For an
ccurate description of transient cases, the complete set of Max-
ell’s electromagnetic equations should be considered �27�. These

quations are coupled and are difficult to solve for an arbitrary
onductor. For small frequencies, this may not be necessary, as the
kin depth becomes very large. Skin depth �s is given by �27�

�s =�2�e

��
�5�

here � is the frequency of the input voltage signal. The effect of
agnetic fields on current density and heat generation are negli-

ible if the skin depth is much larger than the conductor diameter.
or a typical �e=2.2 �� cm for gold, the skin depth is 333.8 �m
t �=50 kHz and 105.6 �m at �=500 kHz. Skin effect may then
e neglected for the smaller linewidth interconnect �7 �m wide�.
he discussion in the following paragraph shows that it can also
e neglected in the wider line �200 �m wide�.
An analytical solution available for a related geometry is used

o identify the effect of skin depth in the wider line. Ney �28�
btained an analytical solution for a constriction type structure
ncluding skin effect. The geometry is shown in the inset of Fig. 2.
t is assumed that the thickness into the plane of the paper is much
maller than all other dimensions and skin depth, which allows for
two-dimensional analysis. Normalized heat generation profiles

or this structure are plotted in Fig. 2 for several frequencies. Due
o the fitting procedure used in thermal property extraction, nor-

alized heat generation is sufficient for analysis. It is clear that
ignificant deviations appear at very high frequencies, but there is
ittle difference between the profiles for 100 kHz and 1.0 MHz.
he maximum frequency used in the present work is 500 kHz,
nd it can thus be concluded that the effects of skin depth can be
gnored. Heat generation can now be calculated by assuming that
he amplitudes of various quantities are governed by steady-state
quations given in Eq. �4�. It is important to solve for precise
urrent density and heat generation profile near the constriction
sing Eq. �4�. A simple one-dimensional model, in which the cur-
ent density is assumed to be constant in each line, but the total
urrent is kept the same, leads to very different temperature am-
litude profiles near the constriction. Far from the constriction, the
emperature amplitude reduces to that of a two-dimensional ge-
metry with an infinitely long metal line of the same width.

Thermomechanical Model for Expansion Amplitude. SJEM

ig. 2 Effect of skin depth on heat generation profiles is
hown for different frequencies. The inset zooms a portion of
he plot to resolve lower frequencies. For the frequencies con-
idered in this work, the skin effect can be neglected. It is as-
umed that L\�.
easures only the expansion amplitude of the surface. This am-

ournal of Heat Transfer
plitude is in general a complex function of temperature, thermo-
physical, and mechanical properties. It is assumed in the thermal
conductivity extraction procedure that the expansion amplitude is
linearly proportional to temperature amplitude. This assumption is
examined by performing a detailed deformation analysis of a two-
dimensional structure. It is convenient to use Einstein notation to
describe the governing dynamical equation �see Ref. �29� for a
detailed derivation of the equations�. Let ui be the displacement
vector �i takes the values 1, 2, and 3 corresponding to x, y, and z
directions�. The strain tensor components �ij are given as

�ij =
1

2
�ui,j + uj,i� �6�

where ui,j stands for the partial derivative of ui with respect to j
coordinate. Within the framework of linear thermoelasticity, a
constitutive equation between the stress tensor �ij and strain ten-
sor is given by

�ij =
E

�1 + 	��1 − 2	�
�	�ij�kk + �1 − 2	��ij� −

E

�1 − 2	�

�T − To��ij

�7�

where E is Young’s modulus, 	 is Poisson’s ratio, 
 is the coeffi-
cient of thermal expansion �CTE�, T is the temperature, To is the
reference temperature, and �ij is the Kronecker delta. The dynami-
cal equation is derived by applying Newton’s second law to a
differential volume element:

�üi = �ij,j + �bi �8�

where � is the density, bi is a volumetric body force such as that
due to the gravity, and the dots denote the second order partial
derivative with respect to time. Using Eq. �7� for the stress tensor
results in the following dynamical equation, known as the Navi-
er’s equation.

�üi =
E

2�1 + 	�
ui,j j +

E

2�1 + 	��1 − 2	�
uj,ij −

E


�1 − 2	�
T,i + �bi

�9�

The above equation is transformed into frequency space since
only the expansion amplitude is required. Assuming ui

=u
i
* exp�i�ht� and T=T* exp�i�ht�, where the superscript “ *” im-

plies a complex function of space, and ignoring body forces re-
sults in

− ��h
2ü

i
* =

E

2�1 + 	�
u

i,j j
* +

E

2�1 + 	��1 − 2	�
u

j,ij
* −

E


�1 − 2	�
T

,i
*

�10�

If the temperature field is known, this equation can be solved for
the expansion amplitude u

i
*.

A two-dimensional analysis of a long metal line was performed
to verify the validity of a linear relation between the expansion
amplitude and temperature amplitude. In this case, a plane strain
assumption was made to reduce the computational cost. In a plane
strain and linear elasticity assumption, �yy, �yx, and �yz are as-
sumed to be zero. A schematic of the simulated half metal line
structure is shown in the inset of Fig. 3�a� �half metal line is
sufficient due to symmetry�. The vertical plane at x=0 was con-
strained to move only in the vertical direction. The problem was
solved in FEMLAB, which allows for coupling of different equa-
tions. The temperature amplitude was calculated by the solution of
heat conduction equation in the frequency space, which was then
used as an input for deformation modeling. Tables 2�a� and 2�b�
list the thermomechanical properties �30–33� and thermal proper-
ties used in the simulation.

Expansion and temperature amplitudes on the surface of the
structure are plotted in Fig. 3�a� for �h=100 kHz from the center

of the metal line to its edge. If the relationship between them is

AUGUST 2008, Vol. 130 / 082403-3
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inear, the two curves should coincide. It is apparent that the lin-
arity assumption fails, as one approaches the edges of the metal
ine. This is primarily due to the large CTE mismatch between the

etal and underlying oxide layer. The percentage error is also
hown in the same plot. This is not a serious concern since the
hermal conductivity extraction procedure uses expansion ampli-
ude only along the centerline of the metal line. The deformation
f the structure is depicted in Fig. 3�b� along with the temperature
mplitude over the cross section. The deformation is arbitrarily
caled to a much larger value for clarity. Due to the large heating
requency, the temperature amplitude is appreciable only in the
xide layer close to the metal line.

(b)

(a)

ig. 3 „a… Comparison of expansion amplitude and tempera-
ure amplitude over the metal line. The two-dimensional struc-
ure modeled under the plane strain assumption is shown in
he inset. „b… Deformation amplitude is shown by the displaced
tructure. Temperature amplitude is plotted using color shad-
ng. The deformation is artificially scaled by a large factor for
larity.

able 2 „a… Mechanical properties used for thermomechanical
imulation and „b… thermal properties used in thermal conduc-
ivity extraction

a� Material

Young’s
modulus
E �GPa�

Poisson’s
ratio

	
CTE


 �ppm/K�
Density

� �kg /m3�

Silicon 97.68 0.278 2.62 2329
Silicon dioxide 59.0 0.24 1.0 2185

Gold 80.12 0.423 14.20 18880
Parylene 3.2 0.4 35.0 1289

b� Material Density
�kg /m3�

Specific heat
�J/kg K�

Thermal
conductivity

�W/mK�

Silicon dioxide 2185 744 Measured
Silicon 2329 712 148
Gold 18880 128 Extracted
82403-4 / Vol. 130, AUGUST 2008
Experimental Results and Thermal Conductivity Ex-
traction

In a periodic heating case, the temperature amplitude at the
heating source gradually reduces as the heating frequency is in-
creased. Temperature oscillations are felt only within a small re-
gion surrounding the heat source, the extent of which continu-
ously reduces with increasing frequency. The size of this region is
characterized by the frequency dependent thermal penetration
depth, which also depends on the thermal properties of the me-
dium. Thermal conductivity can be extracted if the temperature
amplitude measurements are sufficiently accurate to observe in-
plane thermal penetration depth, assuming the heat capacity is
known. This effect in the constriction is shown in Fig. 4 as the
frequency is increased. Even though the spatial variation in heat
generation is the same for all the cases, both predicted and mea-
sured amplitudes clearly show a frequency dependent structure.
As the frequency increases, in-plane thermal penetration depth
within the gold film reduces, and the amplitude drops much more
steeply near the constriction. In the limit that the penetration depth
is zero, the expansion amplitude will be similar to the heat gen-
eration amplitude. This effect is clearly seen at 1000 kHz. Noise
levels gradually increase as the frequency is increased to
1000 kHz. Thermal expansion amplitude continuously reduces as
the frequency increases. This investigation shows that frequency

Fig. 4 A comparison of numerical and experimental expansion
amplitudes as the frequency is varied. The block arrows in the
left column figures show the viewing direction. Viewing in this
direction shows that the temperature amplitude surface gradu-
ally becomes more concave „for example, look at the yellow
band of contours…, which is a clear signature of in-plane ther-
mal penetration depth.
dependent structure can be captured by SJEM on a constriction.

Transactions of the ASME
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his can allow for thermal conductivity extraction of thin films,
hich is described in the following section. In a strict sense, it is

he thermal diffusivity that determines the thermal penetration
epth. We present the discussion in terms of thermal conductivity
ince it is a more common quantity, assuming the density and
pecific heat can be approximated by its bulk values.

Ideally, the calculation of expansion amplitude requires thermo-
echanical properties of the underlying layers. In order to deduce

emperature amplitude from the expansion amplitude, the CTE
nd thickness of all the underlying layers that contribute to the
xpansion signal must be known. In the present structure, the
TEs of metal line and parylene are much larger than the under-

ying oxide and silicon substrate. Since the thermal diffusivity of
old is high, temperature across the thickness of the metal line is
onstant. It can be assumed that the temperature across parylene is
lso constant, since the thickness ��100 nm� is much smaller than
he thermal penetration depth �thermal penetration depth for
arylene is ��k /�cPf =669 nm, where thermal conductivity k
0.082 W /mK, density �=1289 kg /m3, specific heat cP
711 J /kg K, and heating frequency f =200 kHz�. If one ignores

emperature dependence of properties, then the temperature am-
litude and expansion signal are linearly proportional. The contri-
ution of the underlying layers �silicon dioxide and silicon sub-
trate� to the expansion signal diminishes as the frequency
ncreases. Higher frequencies diminish the effect of far-field con-
itions. The validity of these assumptions was verified using a
etailed thermomechanical analysis of the structure, as described
n the section “Thermomechanical Model for Expansion Ampli-
ude” in the previous section titled “Numerical Modeling.” Ther-

omechanical analysis, which includes the parylene film, demon-

(b)

(a)

ig. 5 Error in numerical fit at different frequencies as the
hermal conductivity of metal film is varied for Constriction A
a… and Constriction B „b…
trates that the expansion amplitude and temperature amplitude

ournal of Heat Transfer
are linearly related at the center of the metal film. With this lin-
earity assumption, only the thermal properties are required in the
extraction procedure and are listed in Table 2�b�. The extraction
procedure has also been applied to Constriction B, which does not
have any parylene layer.

A simple minimization procedure was used to find the propor-
tionality constant between the expansion signal and temperature
amplitude. If E�x ,y� is the expansion signal, then Texp�x ,y�
=CE�x ,y�, where C is the unknown proportionality constant. For
a given temperature amplitude Tnum�x ,y� obtained from numerical
simulations, C was obtained by minimizing the mean square error.
Temperature amplitude profile on the centerline of metal lines was
averaged over a micron across the width and was used in this
fitting procedure. Phase lag information between the heating volt-
age signal and expansion signal will also depend on thermal prop-
erties of the films in the stack. In this work, we only consider the
expansion amplitude and plan to investigate phase lag in future
work.

The error after obtaining the best C for different values of metal
thermal conductivity is shown in Fig. 5�a� for 100 kHz, 150 kHz,
and 200 kHz heating frequencies. It is clear that a good fit is
obtained for metal thermal conductivity near 82.0 W /mK. Al-
though gold has a bulk thermal conductivity of 318 W /mK at
room temperature, thin films of thickness comparable to mean free
path are known to have much lower thermal conductivity due to
enhanced electron surface and grain boundary scattering �1–7�.
The fit value of thermal conductivity thus appears reasonable for
the 43 nm thick film �Constriction A� used in the present investi-
gation.

Measurements were also made on Constriction B and the errors
are shown in Fig. 5�b�. This structure lacks parylene coating, but
the signal-to-noise ratio is still good due to the large oxide layer
underneath the metal layer. Thicker oxide resulted in larger tem-
perature amplitude. The thickness of this structure is 131 nm and
is about three times the mean free path of electrons. The best fit
thermal conductivity is 162 W /mK, and is about twice that of
Constriction A film. The obtained temperature profiles at the best
fit are compared with measurements in Fig. 6. These agree with
the measurements very closely over the entire range.

It is well known that electrical and thermal conductivity of bulk
metals are approximately related by the Wiedemann–Franz Law
�23�, according to which

�film

�filmT
= Lo �11�

where �film is the electrical conductivity, �film is the thermal con-
ductivity, T is the temperature, and Lo is the Lorenz number �23�.

Fig. 6 Comparison of experimental and numerical tempera-
ture amplitude profiles along the centerline near the constric-
tion after minimizing the error in numerical fit
Based on the electrical resistance measurements, the electrical re-
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istivity of the line was found to be 7.52 �� cm. Using 2.32
10−8 W� /K2 for the Lorenz number of gold resulted in a ther-
al conductivity of 92.55 W /mK for the metal line. This value is

lose to the extracted value of 82 W /mK as generally expected.
ome recent measurements by Zhang et al. �34� suggest that
eidemann–Franz law �WFL� may not be applicable for thin

lms. They measured a thermal conductivity to electrical conduc-
ivity ratio of 1.4�10−5 W � /K for a 28 nm platinum thin film,
s compared to a bulk value of 7.5�10−6 W � /K, both at 300 K.
he deviation here is more than 50%. The authors did not provide
ny concrete reason for the deviation, and pointed out that mate-
ial type, fabrication method, and film size should be considered
n applying WFL. Figure 7 summarizes all our measurements

ade along with the predicted values from WFL, and bulk ther-
al conductivity of gold. It thus appears that a constriction in a

hin metal film characterized through SJEM in conjunction with
he 3� method can enable in-plane thermal conductivity measure-

ig. 7 A summary of the extracted thermal conductivities for
wo constrictions and their comparison with bulk value and

FL predictions

Table 3 Uncertainty analysis for oxide therma
A and „b… Constriction B

�a� Parameter Nominal

Metal half width �a� 3.5 �
Oxide thickness �dox� 849 n

TCR �
T� 1.678�10
Input voltage �Vin� 4.246

Silicon thermal
conductivity �kSi�

148 W /

Silicon heat
capacity �CSi�

1.66�106

3� voltage �V3�� 2.68 m
Oxide thermal

conductivity kox

1.16 W /

�b� Parameter Nominal

Metal half width �a� 3.1 �
Oxide thickness �dox� 7.72 �

TCR �
T� 2.176�10
Input voltage �Vin� 4.05

Silicon thermal
conductivity �kSi�

148 W /

Silicon heat
capacity �CSi�

1.66�106

3� voltage �V3�� 6.985 m
Oxide thermal

conductivity kox

1.00 W /
82403-6 / Vol. 130, AUGUST 2008
ments of thin films and interconnects in the sub-100 nm range.
The technique does not require extensive microfabrication since
freestanding metal films are not necessary. The absence of free-
standing films captures the true electron surface scattering charac-
teristics.

Uncertainty Analysis
The extracted thermal conductivity values depend on several

parameters, such as metal linewidth, metal thickness, and silicon
dioxide thermal conductivity. Uncertainties in these parameters
propagate into the measured thermal conductivity of the metal
line. The uncertainties can be accounted for by the procedure de-
scribed in Ref. �35�. The analysis for oxide thermal conductivity
measurements for both structures is shown in Tables 3�a� and
3�b�. Metal linewidths were measured using the AFM, oxide
thicknesses were measured using AFM scan on trenches etched in
the samples from the same wafers, and TCR was calibrated in an
oven between room temperature and 80°C. The uncertainty in
oxide thermal conductivity is then used as an input for uncertainty
calculations for extracted metal thermal conductivities. These
analyses for Constriction A structure at 100 kHz heating fre-
quency and Constriction B structure at 90 kHz heating frequency
are shown in Tables 4�a� and 4�b�, respectively. The uncertainty in
both cases is about �10%. Figure 7 shows these uncertainty bars
for the two constriction structures.

Conclusions
This article proposes a novel technique to extract in-plane ther-

mal conductivity of thin metallic films whose thickness is compa-
rable to electron mean free path. The technique uses SJEM to map
temperature amplitude gradient near a constriction between wide
and narrow metal lines. Thermal conductivity is extracted by us-
ing a numerical fit to measurements. Extracted thermal conduc-
tivities of thin gold films show consistency with predictions from
Wiedemann–Franz for the 43 nm and 131 nm gold films investi-
gated in this study.

onductivity measurements in „a… Constriction

e Deviation
% change in
kox for+ui

�0.5 �m −1.3
�5 nm +0.5

°C �0.035�10−3 / °C +2.3
�1 mV +0.1

�7.4 W /mK −0.4

3 �0.08�106 J /m3 −0.1

�0.03 mV −1.1
�0.035 W /mK �3%

e Deviation % change in
kox for+ui

�0.07 �m −1.1
�10 nm +0.1

°C �0.022�10−3 / °C +1.1
�1 mV +0.1

�7.4 W /mK −0.4

3 �0.08�106 J /m3 −0.1

�0.07 mV −1.0
�0.019 W /mK �1.9%
l c

valu

m
m
−3 /
V
mK

J /m

V
mK

valu

m
m
−3 /
V
mK

J /m

V
mK
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The technique clearly captures the conductivity reduction due
o the electron size effect. Unlike other methods, this technique
oes not require suspended metal films for good accuracy. The
easurements thus capture true metal-dielectric interface scatter-

ng characteristics. Due to the high resolution possible by AFM,
he technique can potentially be used for sub-100 nm width metal
ines. The technique can easily be extended to other films that can
arry current and result in Joule heating, such as doped single
rystal or polycrystalline semiconductors. It can also be suitably
xtended to metallic films at intermediate temperatures �few K to
ew hundred K�, where Wiedemann–Franz Law breaks down.
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omenclature
E � Young’s modulus �Pa�
E� � electric field vector �V/m�
T � temperature �°C�
V � voltage �V�
X � real part of temperature amplitude �°C�
Y � imaginary part of temperature amplitude �°C�
a � half width of shorter metal line �m�
b � half width of wider metal line �m�
c � specific heat �J/kg K�
j� � current density vector �A /m2�

Lo � Lorenz number �W � /K2�
q̇� � volumetric heat generation �W /m3�
ui � displacement vector �m�

reek Letters

 � coefficient of thermal expansion �/°C�
�s � skin depth �m�
�ij � strain tensor
� � thermal conductivity �W/mK�
� � magnetic permeability �N /A2�
	 � Poisson’s ratio
� 3

able 4 Uncertainty analysis for extracted metal thermal con-
uctivity in „a… Constriction A at 100 kHz heating frequency and
b… Constriction B at 90 kHz heating frequency

a� Parameter
Nominal

value Deviation
% change in

km for+ui

Metal half width �a� 3.5 �m �0.05 �m 4.9
Metal thickness �h� 43.4 nm �1.2 nm 2.4

Oxide thermal
conductivity kox

1.16 W /mK �0.035 W /mK 2.4

Constriction location — �0.06 �m 7.3
Metal thermal

conductivity km

82 W /mK �7.7 W /mK �9.4%

b� Parameter Nominal
value

Deviation % change in
km for+ui

Metal half width �a� 3.1 �m �0.07 �m 8.6
Metal thickness �h� 131.3 nm �3.5 nm 4.9

Oxide thermal
conductivity kox

1.00 W /mK �0.019 W /mK 1.2

Constriction location — �0.04 �m 2.5
Metal thermal

conductivity km

162 W /mK �16.7 W /mK �10.3%
� density �kg /m �

ournal of Heat Transfer
�e � electrical resistivity �� m�
�ij � stress tensor �Pa�
� � frequency of voltage input signal �Hz�

�h � frequency of heat generation and temperature
amplitude
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Infrared Radiative Properties of
Submicron Metallic Slit Arrays
Submicron metallic slit arrays with different geometry were designed and fabricated on
silicon substrates. Their infrared radiative properties (transmittance, reflectance, and
absorptance) were investigated both experimentally and theoretically. The normal trans-
mittance of three fabricated Au slit arrays was measured at wavelengths between 2 �m
and 15 �m using a Fourier-transform infrared spectrometer. The experimental results
were compared to the values calculated from the rigorous coupled-wave analysis. The
applicability of the effective medium theory for modeling radiative properties was also
examined. The agreement between the measurement and modeling results demonstrates
the feasibility of quantitative tuning of the radiative properties by employing periodic
micro/nanostructures. �DOI: 10.1115/1.2909614�

Keywords: electromagnetic, grating, microscale, nanoscale, radiative properties, slit
array
Introduction
Materials with wavelength-selective and/or polarization-

ependent radiative properties play a significant role in modern
echnologies, including energy conversion, radiation detectors,
pectroscopy, and liquid-crystal display �1–4�. One of the methods
sed to modify the radiative properties is by creating periodic
icro/nanostructures, such as periodic metallic slit arrays and mi-

rocavities �4�. Metallic slit arrays with a period less than 1 �m
xhibit unique radiative properties and thus have been employed
n a large number of applications. An example is the wire-grid
nfrared polarizers, which utilize the broadband polarization-
ependent transmittance of the periodic metallic wire grid �5�.
ccording to Carr et al. �6�, subangstrom lateral movement could
e detected based on the change in reflectance at the wavelength
lose to the slit period for a pair of slit arrays that can shift posi-
ion relative to each other. Moreover, the period variation of slit
rrays may be used to tune the wavelength of maximum diffrac-
ion efficiency at specific directions for micro-optical instruments
7�. Another application of metallic slit arrays is in near-field
anolithography since gratings facilitate the excitation of surface
lasmon polaritons �8,9�. Indeed, the study of the radiative prop-
rties of submicron slit arrays has become a dynamic research
rea.

Most studies about the radiative properties of metallic slit ar-
ays with submicron period dealt with numerical modeling
3,10,11�. Recently, Lee et al. �12� systematically investigated the
echanisms of transmission enhancement through metallic slit ar-

ays using the rigorous coupled-wave analysis �RCWA�. Depend-
ng on the wavelength region, the enhanced transmittance may be
ttributed to surface plasmon polaritons, Wood’s anomaly, cavity
esonance, and the effective medium behavior �4,12�. For the ef-
ective medium behavior, the periodic structures can be approxi-
ated as a homogeneous medium, whose optical constants are

olarization dependent. This results in an enhanced transmittance
hat is insensitive to wavelength in the midinfrared. Lee et al. �13�
urther illustrated a strong confinement of the infrared radiation in
he near-field regime, i.e., at the slit exit. The electromagnetic
nergy can be localized to the slit width of � /400 in the midin-
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ournal of Heat Transfer Copyright © 20
frared. Here, � is the wavelength in vacuum. It should be noted
that laser ablation through metallic slit arrays has been demon-
strated in the near infrared �14�. With energy confinement and
transmission enhancement, submicron metallic slit arrays may be
used as a localized heating source for thermal manufacturing, la-
ser ablation, or polymer curing at the nanometer scale. However,
very few measurements were made along with rigorous modeling
on the radiative properties of submicron metallic slit arrays in a
large spectral region from near- to midinfrared.

The objective of the present work is to experimentally and nu-
merically investigate the infrared transmittance through submi-
cron metallic slit arrays. Several samples were fabricated with the
assistance of electron-beam �e-beam� lithography and physical va-
por deposition, resulting in Au /Ti strips on Si substrates with a
period �=800 or 1000 nm. The transmittance of the fabricated
samples was measured for each polarization in the spectral region
between approximately 1.67 �m and 15 �m at normal incidence.
RCWA is used to calculate the transmittance, and the calculated
results are compared to the measurement data. The applicability of
the effective medium theory �EMT� is also evaluated. Further-
more, absorptance and reflectance are calculated for incidence ei-
ther on the slit side or on the plain Si side of the sample to
examine the wavelength- and polarization-dependent radiative
properties of metallic slit arrays on dielectric substrate in a broad
spectral region.

2 Experiments
Metallic slits were designed and fabricated on double-side-

polished, �111� oriented single-crystal Si wafers of 400 �m thick-
ness. Si was selected as the substrate to support the metallic strips
because of its low absorption in the infrared region. The main
steps of the fabrication process are illustrated in Fig. 1. The first
step was to coat a 0.5-�m-thick e-beam resist on the Si substrate
of 25�25 mm2 area, which was diced from a 100-mm-diameter
wafer. The resist was then exposed to the e-beam after soft baking
at 130°C for 1 min. A JEOL JBX-9300FS e-beam lithography
system was employed due to its high resolution, flexibility, and
repeatability in pattern generation �15�. The e-beam was generated
at 100 kV and 2 nA with 4–9 nm beam diameter. The resulting
spatial resolution is better than 20 nm. The pattern was created on
a 200�200 �m2 field each time. The sample was then translated
in both the x and y directions to duplicate the pattern 20�20
times. The fabricated metallic slit array has an area of 4

2
�4 mm near the center of the Si substrate.

AUGUST 2008, Vol. 130 / 082404-108 by ASME
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The next step was to develop the exposed resist to form the
atterns on the Si substrate, as shown in Fig. 1�b�. Afterward,
0 nm Ti and 100 nm Au were subsequently coated on top of the
tructure, as shown in Fig. 1�c�. The thin Ti film acts as an adhe-
ive layer between Au and Si. The metal deposition was done
sing a CVC SC 5000 evaporator without breaking its vacuum
hamber. A quartz crystal microbalance monitors the thickness
uch that the deposition thickness is within 10% variation �16�.

etals were evaporated on either the resist or the substrate with-
ut connections. The final step of sample fabrication was the lift-
ff process, which removes the unwanted metal coatings by strip-
ing the resist below them. During the lift-off, the metal strips
irectly coated on Si substrate remained. Figure 1�d� shows the
chematic of the sample, although the dimensions are not to scale.

The images of fabricated samples were taken by a scanning
lectron microscope �SEM�, as shown in Fig. 2. The samples de-
cribed in the present work are numbered 1, 2, and 3 with differ-
nt lateral dimensions. The slit arrays are characterized by metal
trip width �l�, slit width �w�, and the period ��= l+w�. The lateral
arameters of the three fabricated samples are listed in Table 1.
ote that the filling ratio is defined as f = l /�. Samples 1 and 2
ere fabricated according to the same pattern during the e-beam

xposure. In the lift-off, Samples 1 and 2 were soaked in
-methyl-2-pyrrolidone at 70°C for 10 h and 8 h, respectively.
he longer soaking time for Sample 1 may be responsible for its
lightly wider slits.

Although the fabrication of each sample took several hours and
he strips were formed by connecting sections in each field, the
hole slit array exhibits very uniform patterns. The period is de-

ermined by the original patterns, with the designed values of
00 nm for Samples 1 and 2 and 1000 nm for Sample 3. Figure
�a� is the enlarged SEM image of top view for Sample 2. The
easurement of the strip width relative to the period in an en-

arged SEM image determines the filling ratio f . The filling ratios
re larger than 0.63, and the slit widths are close to 300 nm. The
ncertainty of the SEM measurement is less than 5 nm. Figure
�b� shows the SEM image of Sample 3 in an oblique angle to
emonstrate the sides and edges of several metal strips on top of
he Si substrate. From the contrast, one can see a thin Ti adhesive
lm located underneath each Au strip. The top surface profile of

he Au strip is nearly flat, except that the edges show some Au

ig. 1 Illustration of the fabrication process for periodic sub-
icron metallic slit arrays „not to scale…: „a… exposing e-beam,

b… developing the resist, „c… evaporating metals, and „d… strip-
ing the resist
esidue from the lift-off process. Some small warps at the end of

82404-2 / Vol. 130, AUGUST 2008
the metal strip can be seen; however, most metal strips are flat and
straight, especially in the middle sections of the slit arrays.

An ABB FTLA2000 Fourier-transform infrared �FTIR� spec-
trometer �17� was used to measure the transmittance �T� for both
transverse electric �TE� and transverse magnetic �TM� waves at
near normal incidence. The convention to define the grating ge-
ometry and polarization of the incident radiation is the same as
that previously used by Chen et al. �18�. For a TE wave, the
electrical field is polarized parallel to the strips �i.e., the y direc-
tion as shown in Fig. 2�. For a TM wave, magnetic field is parallel
to the strips. The spectrometer is equipped with a Globar source
and a pyroelectric detector to measure the transmittance spectrum
in the wave number �1 /�� range from 500 cm−1 to 6000 cm−1

�1.67 �m���20 �m�. All measurements in the present work

Fig. 2 SEM images of two fabricated structures: „a… Sample 2
and „b… Sample 3

Table 1 Lateral dimensions of submicron metallic slit arrays

Sample No. Period, � �nm� Slit width, w �nm� Metal filling ratio, f

1 800 296 0.630
2 800 284 0.645
3 1000 285 0.715
Transactions of the ASME
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ere conducted with a resolution of 8 cm−1 to avoid the effect of
nterference in the Si substrate. The cosine truncation function
as used for the apodization, and the cosine function was used for
hase correction �19�. Figure 3 is a schematic of the transmittance
easurement setup. In order to produce pure linearly polarized

adiation, two infrared polarizers, made of wire grid on ZnSe sub-
trate, were employed: one in front of the aperture and the other
ehind the sample. The two polarizers were intentionally posi-
ioned unparallel to each other to eliminate multiple reflections.

oreover, neither polarizer was parallel to the sample. The ex-
inction ratio of each polarizer is 130 at �=3 �m and is 350 at
=8 �m. The extinction ratio is defined as the ratio of the maxi-
um transmitted power to the minimum transmitted power of the

olarizer for a plane polarized incident beam �20�. By using two
olarizers, the effective extinction ratio exceeds 10,000 for the
hole measured wavelength region. However, the polarizers have

lso significantly reduced the signal-to-noise ratio and limited the
easured wavelength up to 15 �m. For all measurements, an av-

rage of 800 scans was used to improve the signal-to-noise ratio.
nother drawback for the insertion of the polarizers is the absorp-

ion by H2O and CO2 since it is difficult to purge the optical
ompartment between the two polarizers with the N2 gas. When
he transmittance is close to 0.5, the expanded uncertainty is esti-

ated to be 0.03 in the measurements due to various sources of
rror. When the transmittance is less than 0.1, a relative uncer-
ainty of 30% is estimated. The measurement error may come
rom beam divergence, phase correction, and possible misalign-
ent of the sample with respect to the aperture �21�.
The normal transmittance of a plain Si substrate was measured

o study the effect of orientation of the polarizers. Figure 4 shows
he measured transmittance for three spectrophotometry setups in-
luding no polarizer, two untilted polarizers, and two tilted polar-
zers in the spectral range from 2 �m to 15 �m. The transmit-
ance calculated using optical constants from Ref. �22� agrees well
ith the measurements without polarizers. Note that the spectral

veraging of transmittance was applied to remove fringes when
alculating the transmittance �4,17�. The difference in transmit-
ance from the calculated and the measured is within 0.005 in the
egions without significant absorption by the gas or by lattice
ibrations in Si. Hence, the calculated results are not shown in
ig. 4. If the polarizers are not tilted, multiple reflections exist
etween the sample and polarizers such that the measured trans-
ittance exceeds the actual values. By tilting the polarizers, the
easured transmittance is not affected by the introduction of the

olarizers. Because the sample compartment was not purged in all
hree measurements, the transmittance spectra are influenced by
he absorption by the CO2 gas around �=4.3 �m and by H2O
apor around �=6.3 �m, and by both CO2 and H2O at �
2.7 �m, respectively �23�. The absorption beyond �=7 �m is

ig. 3 Schematic of the optical setup for measuring the polar-
zed infrared transmittance
ainly due to lattice vibrations in Si �4�.

ournal of Heat Transfer
3 Calculation of the Radiative Properties
The cross section view of the studied metallic slit arrays is

shown in Fig. 1�d�. The wavelength-dependent dielectric function
�= �n+ i��2 of each material is needed for the numerical modeling,
where n is the refractive index and � is the extinction coefficient.
The optical constants of Ti and Si are available from the tabulated
data in Ref. �22� at the wavelength region of interest �1.67 �m
���15 �m�. Interpolation of the optical constants is used for
data point between two neighboring values. Since optical con-
stants of Au listed in Ref. �22� are available up to 9.9 �m, the
Drude model is employed and extended to the whole spectral
range �24�. In the Drude model, the dielectric function � is ex-
pressed as �4�

���� = �	 −
�p

2

�2 + i�

�1�

where � is the angular frequency, 
 is the scattering rate, �p is the
plasma frequency, and �	 is the constant that accounts for high-
frequency contributions. The scattering rate and plasma frequency
of Au are taken from Ref. �24� as 
=216 cm−1 and �p=7.25
�104 cm−1. In the present study, �	 is set to 1. The change in the
dielectric function at wavelengths longer than 2 �m is negligible
when �	 is varied from 1 to 2. At short wavelengths, the radiative
properties are also calculated using optical constants from the
tabulated values from Ref. �22� for comparison with the Drude
model.

RCWA is a commonly used method for solving the Maxwell
equations in periodic structures �12,18�. Within the computational
capacity, RCWA can achieve sufficient accuracy by increasing the
Fourier terms in the expansions of the dielectric function and the
electromagnetic fields in the grating region. The convergence of
RCWA is very rapid when the method of handling the product of
two functions is employed �25�. Detailed discussion about the
RCWA formulations for 1D gratings can be found in Ref. �12�.
The jth diffraction order satisfies the Floquet condition �18�

kx,j = kx,inc + j2�/� �2�

where kx is the x component of the wave vector and the subscript
“inc” denotes the incidence. Note that j=0, �1, �2, . . .. In the
calculation, the refractive index of air is assumed to be 1 and its
absorption is neglected. Equation �2� can be rearranged and ex-
pressed in terms of the angle of incidence and angles of diffraction

Fig. 4 Measured normal transmittance spectra for a plain
400-�m-thick Si substrate
as follows:

AUGUST 2008, Vol. 130 / 082404-3
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n sin  j = sin inc + j�/� �3�

here  j is the zenith angle of the jth order diffraction and inc is
he zenith angle of incidence. Note that n is the refractive index of
he material above or below the grating for the reflected or trans-

itted diffractions, respectively. Hence, the diffraction angle in
he Si substrate is different from that in air. The refractive index of
i varies from 3.45 at �=2 �m to 3.42 at 15 �m �22�.
Alternatively, EMT is a simple method that may provide a first-

rder approximation of the radiative properties of periodic struc-
ures, when the period is much shorter than the wavelength. In the
MT formulation, the periodic structure is treated as a homoge-
eous material with an effective dielectric function �eff, which
epends on the polarization of the incident radiation �5,26�. The
ffective dielectric functions of the grating region for TE waves
�eff,TE� and TM waves ��eff,TM� are expressed in the following
implified forms, respectively:

�eff,TE = f�m + �1 − f��a �4a�

�eff,TM = �f/�m + �1 − f�/�a�−1 �4b�

here �m and �a are the dielectric functions of the metal and air,
espectively, and f is the filling ratio. With known thickness and
ffective dielectric functions, the radiative properties of periodic
tructures can be calculated using thin-film optics �4�, which is
uch faster than the rigorous numerical methods. The calculated

esults from both RCWA and EMT algorithms are compared to the
easured transmittance of the fabricated slit arrays.

Results and Discussion
Figure 5 shows the normal transmittance spectra of Sample 1,

btained from experiments �solid line� and the RCWA modeling
dashed line�, at wavelengths between 1.67 �m and 15 �m for
oth TE and TM waves. The transmittance is the same regardless
f whether the incidence is on the slit side or on the substrate side.
he measurement was performed when the radiation after passing

he aperture is incident on the slit sides. In the calculation, the
avelength interval is 0.05 �m for ��4 �m and is 0.2 �m for
�4 �m. In the RCWA modeling, the fringes due to interference

n the Si substrate are removed by averaging the transmittance
ver a free spectral range using the fringe-average method �17�. It
an be seen from Fig. 5 that the RCWA prediction is in good
greement with the spectrometric data. The TE wave spectra
onotonically decrease toward the long wavelength, and the

ransmittance value is less than 0.01 at ��4 �m. Furthermore,
he measured transmittance shows a negative value near �
14 �m due to the artifacts in the inverse Fourier transform of

runcated interferogram. For the TM wave, the transmittance is
lose to that of plain Si for ��6 �m, although the measured
alues are slightly lower than those predicted by RCWA for
�m���11 �m. At short wavelengths, there is a deep valley in

he transmittance spectra near �=3 �m. It should be emphasized
hat no adjustable parameters were used in the modeling because
he optical constants of materials and the dimensions are prede-
ermined, as discussed in the previous sections. Variation of the
hickness of Au by 10% does not significantly alter the predicted
ransmittance. In the RCWA modeling, the dielectric function of
u was calculated using the Drude model �24�, while the values
f the optical constants tabulated in Ref. �22� are somewhat dif-
erent from those predicted by the Drude model, especially at
horter wavelengths. However, the transmittance calculated using
he optical constants from Ref. �22� exhibits negligible difference
rom that calculated using the Drude model for 2.0 �m��

9.8 �m. Hence, the Drude model is appropriate for the trans-
ittance calculation.
The transmittance spectra can be modified by a phenomenon

alled Wood’s anomaly �27�, which happens when a diffracted
ave propagates at the grazing angle, i.e., when the normal com-

onent of the wave vector kz,j becomes zero. The wavelength can

82404-4 / Vol. 130, AUGUST 2008
be predicted from the grating equation, Eq. �3�, with sin  j = �1.
For Samples 1 and 2, the corresponding wavelength is �=0.8n
�2.75 �m for the +1 and −1 diffraction orders inside Si �n
�3.44� to propagate in the positive and negative x directions,
respectively. The diffracted wave switches between an evanescent
mode and a propagating mode as the wavelength is slightly
changed about 2.75 �m. For TE waves, Wood’s anomaly is mani-
fested as a discontinuity in the transmittance at ��2.75 �m. On
the other hand, Wood’s anomaly can affect the radiative properties
of shallow metallic gratings in a more significant way and in a
much broader spectral region for TM waves. This is the reason
why the TM wave transmittance begins to decrease at �=6 �m
down to a minimum of nearly zero at �=2.81 �m and then in-
creases towards shorter wavelengths. The transmittance starts to
decrease again at �=1.7 �m due to another Wood’s anomaly ex-
pected at ��1.4 �m for the �2 diffraction orders. In fact,
Wood’s anomaly can significantly deteriorate the performance of
polarizers �28�. Before discussing the discrepancy of the RCWA
prediction and the experiments for ��2.8 �m, let us take a look
at the transmittance of Sample 2 and examine the validity of EMT.

As shown in Fig. 6, the transmittance of Sample 2 is very close
to that of Sample 1 because of the similar geometry. For clarity,

Fig. 5 Transmittance of a submicrometer metallic slit array
identified as Sample 1: „a… TE wave and „b… TM wave
the transmittance for TE wave is plotted in logarithmic scale. For
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ample 2, the spectrometer artifacts resulted in a negative value
ear �=12 �m and �=14 �m. In general, the agreement between
CWA and the experiment is slightly better for Sample 2 than for
ample 1. The transmittance calculated using EMT is also shown
or comparison. The Au and Ti strips are treated as two homoge-
eous layers of thin films on the Si substrate using the effective
edium formulation. Although the wavelength-to-period ratio
/� is greater than 3 at ��2.4 �m, EMT failed to predict the

ransmittance by nearly two orders of magnitude for the TE wave.
or the TM wave at ��8 �m, EMT slightly overpredicts the

ransmittance, as shown in Fig. 6�b�. Because EMT cannot prop-
rly account for Wood’s anomaly, it significantly overpredicts the
ransmittance at shorter wavelengths. It should be noted that the
ransmittance variation near �=6.3 �m is due to water vapor. The
ransmittance bump at �=4.3 �m is because the CO2 concentra-
ion is actually lower during the sample measurement than that
uring the reference measurement. However, the transmittance
alculated using RCWA exhibits a slight drop near �=4.3 �m due
o the absorption by Ti; this will become clear later when the
bsorptance spectra are discussed.

The transmittance spectra of Sample 3 for both TE and TM
aves are shown in Fig. 7. Since the filling ratio is the highest

ig. 6 Comparison of the transmittance spectra between ex-
eriments and modeling results from both RCWA and EMT for
ample 2: „a… TE wave and „b… TM wave
mong three samples, the transmittance is the lowest. Because the

ournal of Heat Transfer
grating period is �=1 �m, Wood’s anomaly occurs at �
=3.43 �m and 1.73 �m, resulting in two observable transmit-
tance valleys whose minima are at 3.52 �m and 1.79 �m, respec-
tively. For all three samples, the RCWA overpredicts the transmit-
tance at shorter wavelengths. When the wavelength is slightly
shorter than that of Wood’s anomaly, the j= �1 diffraction orders
become a propagating wave inside Si. The angle of propagation
decreases from 90 deg but is much greater than the critical angle
between Si and air, which is about 17 deg. As a result, the dif-
fracted waves are guided inside the Si and can travel a lateral
distance longer than a few millimeters, which may exceed the
diameter of the aperture or the area of the slit array. Therefore, the
infinitely extended grating model may not accurately agree with
the measured transmittance because only part of the diffracted
waves can be collected by the detector of the spectrometer. For
this reason, the transmittance is also calculated by ignoring all the
diffracted waves inside Si, except the zeroth order. The thin line in
Fig. 7 represents the transmittance obtained by tracing the energy
of zeroth-order diffracted waves inside the Si substrate, which is
assumed to be thick so that interference effect can be neglected
�4�. For ��3.43 �m, the only propagating wave is the zeroth-

Fig. 7 Measured transmittance of Sample 3 and comparison
with RCWA prediction considering all diffraction orders or only
the zeroth order: „a… TE wave and „b… TM wave
order diffraction, and the predicted transmittance using the zeroth

AUGUST 2008, Vol. 130 / 082404-5
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rder is the same as that from RCWA. However, ignoring the
igher diffraction orders results in an underprediction of the trans-
ittance for ��3.43 �m. This is because the j= �1 diffraction

an be reflected by the Si-air interface back to the grating region,
nd the subsequent diffraction can result in propagating waves in
he normal direction that will contribute to the transmitted energy.
ecause of the lateral shift and the finite beam size and grating
rea, not all of the diffracted waves are fully accounted for in the
easurements. The above discussion qualitatively explains why

he experimental transmittance is within the values predicted by
CWA and that by considering the zeroth-order diffraction only. It

s interesting to note that the separation of the three spectra ap-
ears at the exact wavelength of Wood’s anomaly for the TM
ave.
To thoroughly understand the radiative properties of metallic

lit arrays, the reflectance and absorptance for the geometry of
ample 2 are calculated using both RCWA and EMT, as shown in
ig. 8 in the spectral region from 2 �m to 14 �m. The inset in-
icates that the radiation is incident on the gratings because the
eflectance and absorptance strongly depend on which side the
adiation is incident �29�. For the TE wave, the reflectance is very

ig. 8 Calculated reflectance and absorptance using the ge-
metry of Sample 2 for radiation incident on the metallic slits:
a… reflectance and „b… absorptance. The solid and dashed lines
ndicated the results from EMT and RCWA, respectively. The
ines with square marks are for TM waves.
igh, greater than 0.99 at longer wavelengths, while the absorp-

82404-6 / Vol. 130, AUGUST 2008
tance is approximately 0.01. EMT is in excellent agreement with
RCWA for ��3 �m, because the effective dielectric functions of
Au are metal-like with a very small penetration depth. At �
�3 �m, Wood’s anomaly enhances the absorptance and reduces
the reflectance. The absorption at short wavelength is mainly due
to Ti, coupled with the grating structure. This is validated by
calculating the absorptance with Au gratings without Ti. EMT
could not predict the absorptance by Ti because of the low trans-
mittance of the effective medium in the Au grating region. The
reason why EMT underpredicts the transmittance, as suggested in
Fig. 6�a�, cannot be explained based on the reflectance and ab-
sorptance characteristics. There seems to be a limitation of EMT
in quantitatively predicting the transmittance at very low levels.

For the TM wave, the reflectance has a sharp peak near the
anomaly wavelength and gradually decreases toward longer wave-
lengths. At longer wavelengths, EMT is in excellent agreement
with RCWA in absorptance and good agreement in reflectance. It
should be noted that absorption at ��6 �m mainly comes from
Si due to lattice vibrations. It can be seen from Fig. 8 that EMT
fails to predict both the reflectance and absorptance at short wave-
lengths due to Wood’s anomaly as discussed earlier in the com-
parison of transmittance spectra. The effective dielectric functions
of Au and Ti for TM waves are dielectric-like with slight absorp-
tion �small � values�. Besides, the absorption coefficient of Si is
negligibly small at short wavelengths. Hence, EMT predicts little
absorption with distinct features due to the absorption peak of Ti
at �=4.3 �m and another at �=2.9 �m. On the other hand, due to
Wood’s anomaly, a significant rise in absorptance inside Ti is pre-
dicted by RCWA, as shown in Fig. 8�b� for the TM wave between
2 �m and 8 �m. It is interesting to notice that between 6 �m and
8 �m, the absorption due to Ti exceeds that due to Si, resulting in
a somewhat flatter and higher absorption band. Throughout the
spectral region, RCWA predicts a much higher absorptance for
TM waves than for the TE waves. This is associated with the
lower reflectance and higher transmittance for TM waves than for
TE waves.

Figure 9 shows the reflectance and absorptance for radiation
incident on the plain Si side. Because the radiation first penetrates
into the Si substrate, the reflectance is significantly reduced,
whereas the absorption by Si and Ti is greatly enhanced. This is
particularly true for TE waves since the gratings act like a good
reflector �metallic behavior�. Multiple reflections inside Si result
in a large increase in the absorptance for TE waves at longer
wavelengths. It can be seen from Fig. 9�b� that the absorptance for
TE waves significantly increases in the whole spectrum, compared
to Fig. 8�b�. Furthermore, the absorptance for TE waves exceeds
that for TM waves at longer wavelengths. For TM waves, the
reflection peak is reduced, resulting in enhanced absorptance at
shorter wavelengths. At longer wavelengths, the changes in reflec-
tance and absorptance are very small for TM waves. Due to the
dielectric behavior of the grating regions for TM waves, the re-
flectance and absorptance predicted by EMT are insensitive to
which side the radiation is incident on.

For TE waves, EMT fails to predict the reflectance and absorp-
tance between 2 �m and 3 �m for incidence on the grating side
as noted in Fig. 8, due to the screening of the effective medium of
the Au grating region. On the contrary, as shown in Fig. 9, the
EMT prediction is in excellent agreement with that of RCWA in
terms of the absorptance and reflectance for TE waves in the
whole spectral region when the incidence is on the substrate side.
This is because the absorption of the Ti grating region can be fully
accounted when the incidence is on the dielectric substrate. More-
over, the small absorption peak at ��4.3 �m due to Ti has been
shifted toward shorter wavelengths in the TE wave spectra. It is
surprising to see that EMT exactly predicts the same absorption
peak location and magnitude as those of RCWA. Hence, EMT has

its merit not only in providing a first-order approximation of the
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adiative properties but also in offering some reasonable interpre-
ations of the underlying physical mechanisms of electromagnetic
ave interaction with micro/nanostructures.

Conclusions
We have fabricated submicron metallic slit arrays and measured

heir transmittance in the near- and midinfrared. These slit arrays
ave a period of 800–1000 nm with a slit width about 300 nm.
he measurement results compare well to those from the RCWA
odeling in the wavelength range from 2 �m to 15 �m for both
E and TM waves. The effects of polarization and Wood’s
nomaly on the radiative properties have been observed. While
he EMT provides a good approximation of the radiative proper-
ies for the TM wave at long wavelengths, it may underpredict the
ransmittance by two orders of magnitude for the TE wave.
ence, caution must be taken when applying the EMT in model-

ng the radiative properties. On the positive side, EMT does offer
ome plausible explanations of the absorption and reflection char-
cteristics for TE waves. The present study clearly demonstrates
he feasibility of tailoring infrared radiative properties using

icro/nanostructures. The quantitative comparison with measure-
ents presented in this work will help design optical devices,

uch as infrared filters and polarizers, and will also facilitate the

ig. 9 Calculated reflectance and absorptance using the ge-
metry of Sample 2 for radiation incident on the Si substrate:
a… reflectance and „b… absorptance
pplication of slit arrays in nanoscale thermal manufacturing.

ournal of Heat Transfer
Acknowledgment
The authors thank Mr. Devin Brown of Georgia Tech’s Micro-

electronics Research Center for assistance in the operation of
e-beam lithography. This work was supported by the National
Science Foundation �CTS-0500113�.

Nomenclature
f � filling ratio
i � �−1
j � diffraction order
k � wave vector, m−1

l � strip width, m
n � refractive index
T � transmittance
w � slit width, m

Greek Symbols

 � scattering rate, rad/s
� � dielectric function
 � zenith angle, deg
� � extinction coefficient
� � period of metallic slit arrays, m
� � wavelength, m
� � angular frequency, rad/s

�p � plasma frequency, rad/s
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Friction Numbers and Viscous
Dissipation Heating for Laminar
Flows of Water in Microtubes
The friction numbers for laminar flows of water in microtubes, determined from the
temperature rise due to the viscous dissipation heating assuming a velocity slip, show a
strong dependence on the diameter and aspect ratio. The calculated values compare well
with those determined from experimental data for water flows in glass and diffused silica
microtubes (16–101 �m in diameter D and aspect ratios L /D�499–1479). With a slip,
the friction number almost exponentially decreases as D decreases and, to a lesser extent,
as L /D increases. For D�400 �m, the friction number approaches the theoretical
Hagen–Poiseuille for macrotubes (64) when L /D� �1500, but higher values at smaller
L /D. The developed semiempirical analytical expression for calculating the friction num-
ber is in good agreement with the numerical and experimental results. The results suggest
the presence of a velocity slip in the experiments and the plausible presence of a thin
nanolayer at the walls of the microtubes. For D�200 �m, this layer, if exists, is esti-

mated to be �18.9 nm, but increases to �21.5 nm for D�200 �m, when R̄e�800 and
L /D�1479. �DOI: 10.1115/1.2909617�

Keywords: microtubes and microchannels, slip, friction number, viscous heat
dissipation, laminar flow
ntroduction
In recent years, there has been a growing interest in fluid flow

nd heat transfer in microtubes and microchannels for a host of
otential applications. Examples include cooling of electronics
nd microsatellites, biomedical procedures, and microelectrome-
hanical systems �MEMSs�. A key challenge in these applications
s to accurately predict the pumping requirements and the amount
f viscous dissipation heating. In biomedical applications, an in-
rease in fluid temperature by a few °C could be detrimental to
iving tissues.

Significant work has been reported on laminar flow of liquids
nd gases in microchannels and microtubes �1–34�. The focus of
eported work has been to investigate the applicability of the
avier–Stokes equations in predicting the friction number in mi-

rotubes and microchannels. Some have measured the rise in the
owing liquid temperature due to the viscous heat dissipation,
thers have investigated the effect of surface roughness on the
riction number, and a few reported both the friction numbers
etermined from pressure drop measurements and the measured
ise in the liquid temperature due to the viscous heat dissipation.
or fully developed laminar flows in macrochannels �Dh

1 mm�, some reports have suggested that a relative roughness
ess than 5% insignificantly affects the value of the friction num-
er and others have shown that roughness has a measurable effect
n the friction number. In microtubes and microchannels, the ef-
ect of surface roughness is important because of the very small
ow area, the significantly large surface to volume ratio and the
tressed nature of the flow, increasing the rise in temperature due
o the viscous heat dissipation and hence, the value of the friction
umber. Although negligible in macrochannel and macrotube
ows, viscous heat dissipation becomes increasingly important in
icrotubes and microchannels as D or Dh decreases. This is be-

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received July 2, 2007; final manuscript received
ctober 3, 2007; published online June 4, 2008. Review conducted by Yogesh
aluria.

ournal of Heat Transfer Copyright © 20
cause of the significant increase in the wall surface area per unit
volume of flowing fluid to as much as 104–106 m−1 compared to
0.01–1 m−1 for macrotubes and macrochannels. Viscous heat dis-
sipation decreases the liquid viscosity at the walls, which may
decrease the friction numbers below the Hagen–Poiseuille values
for macrochannels and macrotubes. Conversely, the viscosities of
gases increase with temperature, thus increasing the friction num-
ber and viscous heat dissipation for gas flows in microtubes and
microchannels.

There has been a large scattering in the reported values of the
friction number, Cf ,exp, determined from the pressure drop mea-
surements by various investigators for liquid flows in microchan-
nels and microtubes �Figs. 1�a�–1�c��. Some has reported higher,
while others reported lower values than those of the Hagen–
Poiseuille, Cf ,tho �Figs. 1�a�–1�c��. The inconsistencies are re-
duced somewhat, but not completely eliminated, when accounting
for the decrease in the dynamic viscosity of the flowing liquid at
wall due to the viscous heat dissipation. The corresponding
changes in the liquid heat capacity and density are insignificantly
small to affect the temperature rise in microchannel or microtube
flows in the experiments.

Investigators have attributed the differences between the fric-
tion numbers determined from the pressure drop measurements,
Cf ,exp, for microtubes and microchannel and those of the Hagen–
Poiseuille to experimental uncertainties and a potential effect of
surface roughness. Experimental uncertainties include those in the
flow and the pressure drop measurements, dimensions and geom-
etry, and due to the entrance effects. Accounting for effect of the
surface roughness on the reported values of the friction number
for liquid flows in microchannels and microtubes did not fully
resolve the large inconsistencies in the reported values by various
investigators �Figs. 1�a�–1�c��. Another important consideration is
the potential departure from Navier–Stokes formulation due to the
effect of viscous heating on the fluid properties and the highly
stressed flow condition. The applied pressure in some of the water
flow experiments in microtubes exceeds 120 MPa �1–8�.

Figure 1�a� shows that the reported values of the friction num-

ber for liquid flows in microtubes, determined from the pressure
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rop measurements, are as much as 35% higher and 24% lower
han the Hagen–Poiseuille for smooth macrotubes �64�. For mi-
rochannel liquids flows, the reported values of the friction num-
er are as much as 58% higher and 17% lower than the Hagen–
oiseuille �4� �Fig. 1�b��. As shown in Fig. 1�c�, the reported
riction numbers for microtube and microchannel flows, deter-
ined from pressure drop measurements, are within +58% and
24% of those of the Hagen–Poiseuille.
Xu et al. �5� have carried out experiments with de-ionized water

n rectangular microchannels that were etched into aluminum and
ilicon substrates. The microchannels varied in length from
.01 m to 0.05 m and had a hydraulic diameter Dh from
0 �m to 334 �m. The inlet Reynolds number Rein in the experi-
ents varied from 20 to 4000. The measured surface roughness

sing a laser interferometer microscope was �0.5 �m and less
han 20 nm for the aluminum and silicon channels. Xu et al. �5�
id not report any measurements for quantifying the effect of
urface roughness on the values of the friction number, but per-

Fig. 1 Friction numbers for microtubes and microchannels
ormed theoretical analysis showing that this effect could be ne-

82405-2 / Vol. 130, AUGUST 2008
glected. The reported uncertainties in the values of the friction
number and Reynolds number were �12% in the experiments of
Xu et al. �5�.

Kandilkar et al. �6� have performed experiments and measured
the pressure drop in microtubes, 620 �m and 1067 �m in diam-
eter with a relative roughness of 0.321–0.71%. Results indicated
that the effect of roughness on the value of the friction number is
insignificant for the large diameter but could be important for the
small diameter microtubes. For stainless steel microtubes with
diameters of 128.76 �m and 179.8 �m and a relative surface
roughness of 3–4%, the experimental measurements by Li et al.
�34� have shown that the friction number could be as much as
37% and 15% higher than the Hagen–Poiseuille of 64 for smooth
macrotubes �9�.

Hetsroni et al. �33� suggested that there is no difference in the
flow behavior in microchannels and microtubes with hydraulic
diameters down to 50 �m. This suggestion was based on exten-
sive theoretical analysis and the reported measurements by numer-
ous investigators for flows in smooth �glass and silicon� micro-
tubes and rough microchannels �stainless steel�. The microtubes
and the rectangular, triangular, and trapezoidal microchannels had
hydraulic diameters of 1.01–4010 �m. Test liquids investigated
in the reviewed experiments included, among others, tap, distilled,
and de-ionized water, R134a, methanol, and isopropanol.

In their experiments using trapezoidal silicon, microchannels
with a relative surface roughness of 3.5–5.7%, Qu et al. �8�, have
reported friction numbers that were higher than those of the
Hagen–Poiseuille. The reported friction numbers for microchan-
nels with Dh=51.3 �m and 64.9 �m were 30% higher than those
of the Hagen–Posieuille and 15–18% higher for the larger micro-
channels with Dh of 114.5 �m to 168.9 �m.

For water flows in a rectangular microchannel with a smooth
bottom surface, depth of 521 �m, and high aspect ratio
�119.19:1�, the experimental data of Pfund et al. �29� �Fig. 1�c��
have shown that the friction number �24.2+1.3� determined from
the pressure drop measurements is more than 10% higher than its
Hagen–Poiseuille value, Cf ,tho=22.4 �4� �Fig. 1�b��. Similar re-
sults have been reported by the same authors for 263 �m deep
microchannel with a smooth bottom. The reported friction number
for this microchannel �26.1+2.3� was more than 12.5% higher
than its Hagen–Posieuille value �23.2�. For roughened microchan-
nels, the reported friction numbers were close to the Hagen–
Poiseuille value. However, the large scattering in the reported data
made it difficult to quantify, with confidence, the individual ef-
fects of microchannel dimensions and surface roughness on the
values of the friction number.

Li et al. �34� have experimentally investigated water flows in
smooth glass and silicon microtubes with diameters from
79.9 �m to 166.3 �m and from 100.25 �m to 205.3 �m, and in
stainless steel microtubes with diameters from 128.76 �m to
179.8 �m and relative roughness of 3–4%. The reported friction
number for the smooth microtubes was approximately the same as
the Hagen–Poiseuille of 64 for smooth macrotubes, but 15–17%
higher for the roughened microtubes �Figs. 1�a� and 1�c��.

Celata et al. �2� have investigated the effects of wall roughness
and hydrophobicity on the pressure drop and temperature rise due
to the viscous heat dissipation in adiabatic flows of degassed wa-
ter in untreated, smooth microtubes with diameters from
31 �m to 259 �m. The reported friction numbers for the micro-
tubes with diameters �31 �m were within +10% of the Hagen–
Poiseuille value �64�, but as much as 19% lower for the 31 �m
diameter microtube �Figs. 1�a� and 1�c��. The experimental data
for the siliconated �hydrophobic� microtubes with diameters of
70 �m to 326 �m showed that the slip at the wall had no effect
on the value of the friction number, which came to within +10%
of the Hagen–Posieuille of 64. For the roughed glass microtubes

with diameters of 126 �m and 299 �m, the reported friction num-
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ers determined from the pressure drop measurements in the ex-
eriments were �20% higher than the Hagen–Poiseuille for
mooth macrotubes of 64 �Figs. 1�a� and 1�c��.

Celata et al. �2� have attributed the large variation in the re-
orted values of the friction numbers to a deviation in the cross
ection of the microtubes used in the experiments from a perfectly
ircular geometry. In order to minimize side heat losses from the
alls of the microtubes by natural convection, Celata �1� and
elata et al. �2� placed their test sections in vacuum. They esti-
ated the side heat losses by radiation in the experiments with the

ighest temperature rise of the water flow in the microtubes �D
50 �m and R̄e=700� due to the viscous heating to be in the
rder of 1%, and thus considered negligible. Similarly, the side
eat losses to natural convection of ambient air in the experiments
f Judy et al. �10�, calculated in this work using COMSOL MUL-

IPHYSICS 3.2A software, is found to be negligible. These losses are
stimated to introduce less than 0.01 K error in the measured
emperature rise of laminar water flows �Re�800� in a micro-
hannel �10 cm long.

Rands et al. �3� have conducted their water flow experiments in
used silica microtubes with a circular cross section accurate to
ithin +1 �m and diameters of 16.6 �m, 19.7 �m, 26.3 �m, and
2.2 �m. The lengths of the microtubes varied from
cm to 3 cm �or L /D�625�. The reported friction numbers were

onsistent with the Hagen–Poiseuille for smooth macrotubes �64�
Figs. 1�a� and 1�c��. However, the overall uncertainties in the
ressure drop data used to determine the friction numbers were
6–29%, with the highest value for the smallest microtube diam-
ter. Rands et al. �3� have used similar setup to that of Judy et al.
10�; thus it is save to assume that the side heat losses in their
xperiments to natural convection of ambient air were negligibly
mall to affect the measured rise in the water flow temperature due
o the viscous heat dissipation.

A potential effect of surface roughness in microchannels and
icrotubes on the friction number is that caused by a potential

lip at the wall due to the presence of a thin layer of gas, separat-
ng the liquid flow from the wall, e.g., Refs. �11–14�. Tretheway
nd Meinhart �15� have measured the velocity profiles of water
ows in extruded glass, rectangular channels measuring 30
300 �m in cross section and 8.25 cm long. The microchannel
all was covered with a 2.3 nm thick monolayer of a hydrophobic

oating. The measured velocity profile with a micron-resolution,
article image velocimetry in the clean microchannel was consis-
ent with the solution of the Navier–Stokes equation for fully de-
eloped laminar flow with a nonslip boundary. However, they
eported a slip of approximately 10% of the freestream velocity,
ust at the hydrophobic wall of the microchannel.

Similarly, Baudry et al. �11� in their studies of the hydrody-
amic forces between a sphere and a plane immersed in glycerol
sing a surface force apparatus �SFA� have reported that the drain-
ge of the thin liquid film is different on hydrophobic and hydro-
hilic planes. Such a difference was attributed to the existence of
slip at the interface between the liquid film and the hydrophobic
lane. For this surface, the reported slip length was �65 glycerol
olecular diameters.
Assuming a nonslip at the walls of macrochannels and macro-

ubes has shown good agreement of the friction number values
etermined from the pressure drop measurements for fully devel-
ped laminar flows with those of the classical Hagen–Poiseuille.
he slip at the wall, however, could be important for liquid flows

n microchannels and microtubes, even those with hydrophilic
alls. This may partially explain the inconsistencies in the re-
orted values of the friction number by various investigators for
aminar flows of liquids in microchannels and microtubes �Figs.
�a�–1�c��. The presence of a slip at the wall of microtubes and
icrochannels depends on many factors including wettability and

urface roughness �11–14,16� and had been the subject of consid-
rable debate and discussion.
Experimental results have shown that slip is a predictable and

ournal of Heat Transfer
measurable effect for flow of highly confined liquids. Since liquid
flow in microtubes and microchannels is highly confined, then it is
appropriate to hypothesize that the same effect could be present
when the applied pressure exceeds a certain critical value
�13,17–21�. Experiments involving liquid flows in microtubes
with hydrophobic walls have shown a reduction in pressure losses
by as much as 20–40%. The obvious reason in this case is the lake
of wetting of the wall, resulting in a slip, which reduces the pres-
sure losses and viscous heating. This effect has been quantified in
terms of an apparent liquid viscosity at the wall. Reported results
for hydrophobic surfaces have shown this viscosity to be lower
than that of the bulk liquid. In the case of a hydrophilic wall,
however, the wetting of the liquid to the wall precludes the slip,
except when the liquid is highly stressed.

This paper examines the experimental measurements in Refs.
�1–3� in an attempt to quantify the effect of a potential slip on the
reported values of the friction number, also known as Poiseuille
number, determined from the pressure drop measurements in the
experiments. The values of the friction number for laminar water
flows in microtubes of various diameters and aspect ratios are
determined from the reported measurements in the experiments of
the temperature rise, rather than the pressure drop measurements
�Figs. 1�a�–1�c��. Numerical calculations are also performed at the
same condition in the experiments, namely, hydrodynamically
fully developed but thermally developing inlet flow, adiabatic
wall, and temperature dependent water viscosity. The numerical
simulation using COMSOL MULTIPHYSICS 3.2A software calculates
the temperature rise due to the viscous dissipation heating in the
experiments and deduces the values of the friction numbers, both
for nonslip and slip at the walls of the microtubes. The values of
the friction numbers are compared to those determined from the
reported measurements of the rise in the temperatures of the lami-
nar water flows in glass and diffused silica microtubes �1–3�. A
semiempirical analytical expression is also developed, which cal-
culates the temperature rise in liquid flows in microtubes due to
the viscous heat dissipation and the friction number for nonslip
and slip conditions at the microtube walls. This expression also
accounts for the effect of thermal development of the flow at the
inlet of the microtubes. The calculated temperature rise and the
determined values of the friction number using this expression, as
functions of the diameter D and L /D of the microtubes, are com-
pared to those obtained from the numerical calculations and from
the reported experimental data.

Effect of Slip at Microtube Wall
To account for a potential slip at the microtube wall, the steady-

state, Navier–Stokes momentum balance equation

�̄�

r
� d

dr
�r

d�z,�

dr
�	 =

dP�

dz
�1�

is solved subject to the boundary condition that the fluid velocity
at the wall �r=R� is not zero, but proportional to the shear stress
�22,23� as

�z,��r = R� = ��d�z,�/dr�, 
�d�z,�/dr�
r=0 = 0 �2�

In this equation, the slip length � is the distance behind the wall at
which the liquid velocity extrapolates to zero. The fully developed
radial velocity profile derived from the solution of Eq. �1�, subject
to the slip boundary in Eq. �2�, can be expressed as

�z,��r� =
D2�P

16�̄L
�1 − �2r/D�2 + �4�/D�� �3a�

The average flow velocity in the microtube is then given as

�̄z,� =
D2�P

32�̄L
�1 + 8��/D�� �3b�
and the corresponding average Reynolds number is
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R̄e = �	D�̄z,�

�̄
� =

	D3�P

32�̄2L
�1 + 8��/D�� �3c�

he steady-state energy balance equation for fluid flow in the
icrotubes is expressed as

	Cp�z,��r�� �T

�z
� = �̄� ��z,�

�r
�2

�4�

he right hand side of Eq. �4� is evaluated using Eq. �3a�. When
ntegrating Eq. �4� over the total volume of the liquid in the mi-
rotube, the rearranged results can be expressed in terms of the
verage flow velocity as

8
�̄L

�1 + 8��/D��2 �̄z,�
2 = �


4
D2�	�̄z,�Cp�T �5�

ubstituting for the average flow velocity from Eq. �3b� and rear-
anging the results give the following expression for the rise in the
iquid temperature due to the viscous heat dissipation in the mi-
rotube as

�T =
64

�1 + 8��/D��2� �̄2

2	2L2Cp
��L3R̄e

D3 � �6�

quation �6� can be used to determine the friction number, Cf ,tho,

n terms of the modified average Reynolds number, R̄e* and di-
ensionless temperature rise �T* in the microtube, as

�T* =
64

�1 + 8��/D��2 R̄e* = Cf ,thoR̄e* �7�

The friction number, Cf ,tho, can also be obtained from a similar
quation written in terms of the dimensionless pressure drop and
he modified average Reynolds number for laminar flow in a
mooth microtube as

�P* =
64

�1 + 8��/D��2 R̄e* = Cf ,thoR̄e* �8�

Therefore, the friction number, Cf ,tho, can be obtained from
ither the pressure drop or the temperature rise measurements in
icrotubes using Eq. �7� or �8�. In the microtube experiments, it is

ot possible to determine the exact pressure drop because of the
ntrance and exit effects and the physical difficulties of mounting
he pressure transducer taps at the inlet and the exit of the micro-
ube. On the other hand, the measurements of the temperature rise
ue to the viscous dissipation heating in microtubes are relatively
ore accurate because of the relative ease with which to mount

hermocouples or temperature sensors at the inlet and exit of the
icrotubes.
The comparison of Eqs. �7� and �8� gives the following rela-

ionship between the pressure drop and the temperature rise due to
he viscous dissipation heating in microtubes as

�P* = �T* or �P = 	Cp�T �9�

quations �7�–�9� assume hydrodynamically and thermally fully
eveloped laminar flows in microtubes with adiabatic wall and
onstant fluid physical properties evaluated at the average tem-
erature in the microtubes. In macrotube flows, viscous dissipa-
ion heating is infinitesimally small to measure, thus determining
he friction number from the pressure drop measurements using
q. �8� had been used and is quite accurate.
With a nonslip at the wall of the microtubes �or �=0 �m�, the

riction numbers, Cf ,tho from Eqs. �7� and �8� are the same as the
lassical Hagen–Posieuille for smooth macrotubes �64�. On the
ther hand, with a slip at the wall ���0�, the friction numbers for
he microtube flows are lower than that of the Hagen–Poiseuille
or smooth macrotubes; almost exponentially decreasing as the
iameter of the microtube decreases �Eqs. �7� and �8��. It ap-
roaches that of the Hagen–Poiseuille when the macrotube diam-

ter is large enough such that 8� /D is �1. For example, with a

82405-4 / Vol. 130, AUGUST 2008
slip length �=0.5 �m, the friction numbers for fluid flows in
microtubes with diameters of 30 �m and 50 �m are 21.1% and
13.8% lower than the Hagen–Poiseuille of 64. Increasing the mi-
crotube diameter to 500 �m increases the friction number to
98.43% of the Hagen–Poiseuille.

Equations �7�–�9� do not account for the effect of the thermal
development of the flow at the entrance of the microtubes in the
experiments; thus only valid for large L /D where the contribution
of the thermal entrance effect is negligible. Also, the liquid physi-
cal properties used in these equations are evaluated at the average
temperature in the microtube, while in the experiments they
change along the microtube as the fluid temperature rises due to
the viscous heat dissipation. The form of Eq. �7� is used in this
work to determine the friction numbers from the numerical calcu-
lations and the experimental data of the temperature rise due to
the viscous heat dissipation in water flows in microtubes �1–3�.
The values of the friction number obtained from the numerical
calculations, assuming different slip lengths, are compared to
those determined from the reported water flow data. The agree-
ment reveals the value of the slip length, if any, at the wall of the
microtubes in the experiments.

Results and Discussion
The values of the friction number, Cf ,Exp for the water flows in

the microtubes are directly determined from plotting the dimen-
sionless temperature rise in the microtubes, �T*, versus the modi-

fied Reynolds number R̄e* in the experiments �1–3�. The slop of
the linear best fit of the data equals the friction number. Similarly,
the friction number is obtained from the results of the numerical
calculations of the temperature rise in the water flows in micro-
tubes with wide ranges of diameters �D�10 �m� and L /D
=300–1479, and inlet Reynolds number Rein from 100 to 800,
and assuming different slip lengths ���0 �m�. The numerical
calculations for laminar water flows in microtubes are performed
at typical conditions in the experiments, e.g., hydrodynamically
fully developed, but thermally developing inlet flow, adiabatic
wall, and temperature dependent liquid properties. The values of
the friction number obtained from the experimental data and from
the numerical calculations with different slip lengths, ��0, are
compared to determine the plausible slip length, if any, in the
experiments �1–3�.

As indicated earlier, the side heat losses in these experiments
are negligible and their effect on the reported rise in the tempera-
ture of the water flows due to the viscous heat dissipation is in-
significantly small. On the other hand, the thermal development of
the flow at the entrance of the microtubes with small aspect ratio
�L /D�400� can cause the rise in the water flow temperature due
to the viscous heating to increase by an additional 10–15%, de-
pending on the aspect ratio and the value of Reynolds number
�e.g., Figs. 2�a� and 2�b��.

Effect of Thermally Developing Inlet Flow. As indicated ear-
lier, Eq. �7� assumes thermally and hydrodynamically fully devel-
oped flow at the inlet of the microtubes and constant physical
properties evaluated at the average temperature in the microtube.
In addition, it assumes an adiabatic wall and incompressible flow.
Thus, the increase in the liquid temperature due to the viscous
dissipation heating in the microtubes is linear with distance from
the entrance. To account for the effect of the thermal developing
condition at the inlet of the microtubes in the experiments and in
the numerical calculations, Eq. �7� can be rewritten as

�T* = Cf ,modR̄e* = Cf ,tho�1 + f�R̄e* �10�

The thermal entrance correction factor �0 f �1� in Eq. �10� is
empirically correlated in terms of D and L /D using the values of
the friction numbers determined from the present numerical cal-
culations and from the reported experimental data for water flows

in glass and diffused silica microtubes �1–3�.
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Numerical Calculations. The numerical calculations for lami-
ar water flows in microtubes are performed using COMSOL
ULTIPHYSICS 3.2A software, both with nonslip and slip condition
t the wall ���0�. The calculated liquid velocity v�r ,z�, and
emperature T�r ,z�, account for the viscous dissipation heating at
he wall of the microtubes. The liquid dynamic viscosity is taken
o be temperature dependent; however, the changes in the density,
hermal conductivity, and heat capacity are negligible. The nu-

erical calculations used grids of different sizes for the different
icrotube diameters. The number of the nodes in the radial direc-

ion varied from 20 to 25 and from 185 to 200 in the axial direc-
ion of the flow. Finer numerical grids insignificantly changed the
redictions of the temperature rise in the water flows due to the
iscous dissipation heating and of the pressure drop in the micro-
ubes. The calculations are performed for inlet Reynolds numbers
p to 800, and for different values of D and L /D and at the inlet
emperatures given by Celata �1� in the water flow experiments.
or the experiments by Rands et al. �3�, the water inlet tempera-

ure in the numerical calculation is taken constant at 295 K.
The predictions using Eq. �7� of the temperature rise in the
icrotubes and from the numerical calculations are compared in
igs. 2�a� and 2�b� at two different inlet Reynolds numbers and
icrotube diameters. Unlike Eq. �7�, the numerical calculations

llow the dynamic viscosity of the liquid to change with tempera-
ure along the microtube. As shown in these figures, neglecting the
hermal development at the entrance of the microtubes �Eq. �7��
nderestimates the rise in the water flow temperature due to the
iscous dissipation heating and hence the friction number by as

ig. 2 Effect of entrance condition on viscous heating of wa-
er flow in microtubes
uch as 10–15%, depending on the diameter and the aspect ratio

ournal of Heat Transfer
of the microtube. The smaller the microtube diameter and aspect
ratio the larger is the deviation between the predicted temperature
rise by Eq. �7� and the numerical calculation. The difference be-
tween the analytical and numerical predictions of the temperature
rise in microtubes diminishes as L /D increases and/or the inlet
Reynolds number decreases �Figs. 2�a� and 2�b��.

Slip Lengths in the Experiments. Figures 3�a� and 3�b� com-
pares the values of the temperature rise determined from the nu-
merical calculations with those measured in recent experiments
for water flows in glass and diffused silica microtubes �1–3�. The
results and the comparisons in these figures are strongly sugges-
tive of a plausible slip at the wall of the microtubes in these
experiments. The comparison in Fig. 3�a� suggests that the slip
length, �, in the experiments of Celata �1� and Celata et al. �2�
could be �1.0 �m. Similarly, the comparison of the results in Fig.
3�b� suggests that the slip length in the experiments of Rands et al.
�3� could be �0.7 �m.

These deductions are solely based on the comparison with the
experimental measurements of the temperature rise in the micro-
tubes due to the viscous heat dissipation in laminar water flows.
Neglecting the effect of a slip at the microtube walls overpredicts
the temperature rise in the experiments and the value of the fric-
tion number. This issue, a subject of ongoing discussion, invites
future investigations using a combination of molecular dynamics
and continuum flow calculations and carefully instrumented ex-
periments to determine the nature of the slip in microtubes and
microchannels. These investigations may also determine, from
first principles, the diameter below which a slip and other non-
equilibrium effects at the wall begin to affect the liquid flows in
microtubes and microchannels.

Nagayama and Cheng �19� have recently performed nonequi-

Fig. 3 Effect of slip length on viscous heating of water flow in
microtubes
librium molecular dynamic simulations investigating the effect of
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nterface wettability on the pressure-driven flow of a Lennard–
ones fluid in a nanochannel. The results suggested that the non-
lip boundary condition may break down when the driving force
aused by the applied pressure overcomes the interfacial resis-
ance. The corresponding critical shear stress rate indicates the
oint at which the solid no longer impart momentum to the flow-
ng liquid in microtubes or microchannels �16,21,22�. Thus, it may
e argued that the velocity slip at a hydrophilic interface, as in the
xperiments �1–3�, could have been caused by the driving force
vercoming the interfacial resistance. This view is consistent with
hose of other investigators for highly confined flows; however, it
eeds further and thorough investigations.

The results in Figs. 3�a� and 3�b� clearly show that neglecting
he slip at the wall ��=0� overestimates the temperature rise due
o the viscous dissipation heating, compared to the reported mea-
urements in the experiments, by as much as 50%. Conversely,
ssuming a large slip length of 1.5 �m underestimates the rise in
he water flow temperature due to the viscous dissipation heating
y as much as 50% compared to the experimental values. With a
lip length of 1.0 �m, the reported experimental values of the
emperature rise in the microtubes by Celata and Celata et al. �1,2�
re in excellent agreement with the values determined from the
umerical calculations �Figs 3�a� and 4–6�. In Figs. 4–6, the fric-
ion number, Cf, equals the slope indicated by the linear fit of the
eported experimental data using the form depicted by Eq. �7�.

Figures 4–6 show that neglecting the slip at the wall of the
icrotubes overestimates the values of the friction number by

ignificant amounts. Theses figures also show that the friction
umber strongly depends on the microtube diameters and is inde-
endent of their length. The friction number increases as the mi-
rotube diameter increases. Similar results are obtained from the
xperimental data reported by Rands et al. �3� for water flows in
icrotubes of different diameters and lengths �Figs. 3�b� and 7�.
hese figures confirm the plausible presence of a slip at the walls
f the microtubes in the experiments �a slip length of 0.7 �m�.
The friction numbers determined from the slopes of the experi-
ental data in Figs. 7�a�–7�c� confirm that the friction number

ncreases as the microtube diameter increases. The friction num-
ers determined from the results of the numerical calculations
ith slip lengths of 1.0 �m and 0.7 �m �indicated by the dashed

ines in Figs. 4–7� are in excellent agreement with those deter-
ined from the reported experimental data for water flows in
icrotubes �1–3�. The results presented in Figs. 4–7 also show

hat determining the friction number for water flows in microtubes
rom the measurements of the temperature rise due to the viscous
issipation heating is an effective and preferred approach. This is
ecause the uncertainties in the temperature measurements caused
y the placement of the thermocouples in the microtubes experi-
ents are typically much smaller than those caused by the place-
ents of the probes for the pressure drop measurements.
The results in Figs. 4–7 are strongly suggestive that in the

xperiments in Refs. �1–3� the slip length at the wall of micro-
ubes could have been �1.0–1.5 �m and 0.7 �m, respectively.
he plausible existence of a slip at the walls of the microtubes in

he water flow experiments is also supported by the results pre-
ented in Fig. 8. This figure plots the values of the friction number
btained from the numerical calculations assuming a slip at the
all versus those determined from the measured temperature rise

n the experiments �Figs. 4–7�.

Additional Discussion of the Effect of Slip. Except for ne-
lecting a plausible slip at the wall, the theory by Morini �24� is
dentical to that presented in this paper in terms of assuming ther-

ally and hydrodynamically fully developed flow at the entrance
f the microtubes, adiabatic walls, and constant liquid properties.
or a nonslip condition ��=0�, the predictions of the gradient of

he temperature rise in the microtubes due to the viscous heat
issipation �Eq. �6�� are identical to those of Morini’s �Figs.

�a�–9�d��. As shown in these figures, both predictions, however,

82405-6 / Vol. 130, AUGUST 2008
are higher than the experimental results reported by Celata and
Celata et al. �1,2�. When the analytical calculations using Eq. �6�
assume a slip length of �=1 �m, the analytical results of the
friction number are in good agreement with those determined
from the experimental data. These agreements support the argu-
ment for the plausible presences of a slip at the walls of the
microtubes in the experiments �Celata �3��, in which the flow is
highly confined and stressed as the applied pressure exceeded
120 MPa.

Effects of Microtube Diameter and Aspect Ratio. To exam-
ine the effect of the microtube diameter D and aspect ratio L /D on

Fig. 4 Experimental measurements confirming slip at the wall
of 50 �m diameter microtube
the friction number, the values determined from the numerical
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alculations with slip lengths �=1.0 �m and 0.7 �m are com-
ared in Figs. 10�a� and 10�b� to those obtained from the experi-
ental data �1–3�. The solid curves in these figures are those

btained from Eq. �7� with the same slip lengths. These figures
how that the friction number almost exponentially increases as
he microtube diameter increases and, to a much lesser extent, as
he aspect ratio L /D decreases.

Although the aspect ratio is part of the modified Reynolds num-

er R̄e*, Eq. �7� could not be used to explicitly determine the
eparate effect of L /D on the friction number, Cf ,tho. Unlike the
xperiments and the numerical calculations, Eq. �7� assumes ther-

ig. 5 Experimental measurements confirming slip at the wall
f 70 �m diameter microtube
ally fully developed inlet flows. Such an assumption has been

ournal of Heat Transfer
shown in Fig. 2 to underestimate the temperature rise due to the
viscous dissipation heating in water flows in microtubes. Thus, the
friction number from Eq. �7�, Cf ,tho, is expected to be lower than
in the experiments because of neglecting the thermal developing
effect at the inlet of the microtubes. The numerical calculations
with the same slip lengths, but for thermally developing inlet flow
condition as in the experiments, show that the dependence of the
friction number for water flows on the microtube diameter is simi-
lar to that given by Eq. �7�, but the friction numbers at small L /D
values are higher than those given by Eq. �7� �Figs. 10�a� and
10�b��.

The results delineated in these figures indicate that the effect of
L /D on the friction number for microtube water flows is negli-
gible when D�20 �m, but becomes increasingly important as the
diameter of the microtubes increases. The dependence of the fric-
tion number on L /D is also confirmed by the experimental data
for microtubes of the same diameters, but different values of L /D
�Celata �1�, Rands et al. �3��.

Figures 10�a� and 10�b� show that the friction numbers deter-
mined from the reported temperature rise in the microtube experi-
ments and from the numerical calculations increase as L /D de-
creases. They approach those predicted by Eq. �7� as L /D
approaches 1479, suggesting that for large aspect ratios the effect
the thermal development of the water flow at the inlet of the
microtubes on viscous dissipation heating and hence, the friction
umber can be neglected.

The numerical values of the friction number, Cf ,num �the dashed

Fig. 6 Experimental measurements confirming slip at the wall
of 101 �m diameter microtube
curves in Figs. 10�a� and 10�b�� show a similar dependency on the

AUGUST 2008, Vol. 130 / 082405-7
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icrotube diameter as indicated by Eq. �7� �the solid curves�. The
riction numbers determined from the numerical calculations are
n excellent agreement with those obtained from the experimental
ata, for the same microtube diameter, L /D, and with the slip
engths determined earlier �Figs. 11�a� and 11�b��. Such an agree-

ent confirms the soundness of the numerical calculations and is
trongly suggestive of the plausible presence of slip at the wall of
he microtubes in the experiments of Celata �1� and Celata et al.
2� ���1.0 �m� and Rands et al. �3� ���0.7 �m�. The results in
igs. 10�a� and 10�b� also show that for large L /D, the friction
umbers for microtube flows are lower than the classical Hagen–
oiseuille of 64. However, for L /D�1479 and D�400 mm, the

ig. 7 Additional measurements confirming slip at the wall of
icrotubes
riction numbers for the water flows in microtubes approach that

82405-8 / Vol. 130, AUGUST 2008
of Hagen–Poiseuille for smooth macrotubes �64�. Results also
show that for smaller L /D, the thermal entrance effect could cause
the friction number in the microtubes to exceed that of the Hagen–
Poiseuille for smooth macro-tubes �64�.

Thermal Entrance Effect. Equation �7� accurately predicts the
dependency of the friction number, Cf ,tho, on the diameter of the
microtubes with and without slip at the wall. However, the calcu-
lated values using Eq. �7� are consistently lower by �14% than
those obtained from the experimental measurements �1–3� and the
numerical calculations performed for the same inlet conditions in
the experiments and assuming slip lengths of 1.0 �m and 0.7 �m
�Figs 11�a� and 11�b��. This difference is because Eq. �7� assumes
thermally fully developed inlet flow, while in both the experi-
ments and the numerical calculations the liquid flow at the inlet of
the microtubes is thermally developing, which explains the higher
values of the friction number.

The results in Figs. 10�a� and 10�b� suggest that for L /D
�1479 the effect of the flow thermal development at the entrance
of the microtubes on the friction number can be neglected. Thus,
Eq. �7� can be used to accurately determine the friction number
for laminar flow in microtubes as a function of the diameter and
the slip length at the wall, �. In order to account for the effect of
the thermally developing inlet flow in microtubes with small L /D;
Eq. �7� is modified to the form given by Eq. �10�.

Effect of L ÕD. In Eq. �10�, the entrance thermal correction
factor f is introduced to account for the effect of L /D �or the
thermal development of the flow at the inlet of the microtubes�. It
has the following form:

f = a�1 − exp�− D/��� �11�

The coefficient a and characteristic length � are functions of the
aspect ratio of the microtubes, L /D. These coefficients are deter-
mined from the best fit of the numerical calculations of the tem-
perature rise in the water flows in microtubes of different diam-
eters and L /D and for inlet Reynolds number from 100 to 800.
The obtained empirical expressions for a and � are

a = 25.4�L/D�−0.91, � = 2.18�L/D�0.415 �12�
The empirical expression for the entrance thermal correction

Fig. 8 Effect of slip length on friction number for water flows
in microtubes
factor f given by Eq. �11� is in excellent agreement with the nu-
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erical predictions �Fig. 12�. This figure shows that f increases as
he diameter of the microtube increases, but becomes almost in-
ependent of the microtube diameter, when D�200 �m. It is also

ig. 9 Comparisons of theory with experimental data of Celata
1‡ and Celata et al. †2‡
strong function of L /D, with a gradually diminishing effect as

ournal of Heat Transfer
L /D increases approaching 1500. For this L /D, the effect of ther-
mal development at the inlet of microtubes is negligible, as f
becomes infinitesimally small and the predictions of Eq. �10� of
the friction number become identical to those of Eq. �7� �f �0�.

The values of the modified friction number, Cf ,mod, calculated
using Eq. �10�, which accounts for the effect of thermal develop-
ment of the flow at the inlet of microtubes �Eqs. �11� and �12��,
are compared in Figs. 13�a� and 13�b� with those obtained from
the reported measurements for water flows in microtubes �1–3�.
The results in Figs. 13�a� and 13�b� show that the predictions of
the friction number using Eq. �10� are within +5% and +1 to −3%
of the values determined from the reported experimental data by
Celata �1� and Rands et al. �3�, respectively. The analytical pre-
dictions are also in excellent agreement with the friction numbers
determined from the numerical calculations performed at same
conditions in the experiments and assuming slip lengths, �
=1.0 �m and 0.7 �m.

Slip at Microtube Wall. Figure 14 presents a line diagram for
the velocity profile for laminar flow in a microtube with assumed
slip at the wall. It hypothesizes that with a slip, the flowing liquid
is separated from the wall of the microtube by a very thin layer, �,
of gas or liquid vapor. The velocity at the interface between this
layer and the flowing liquid ��R-�� ,z� is vslip and the boundary
between the thin gas layer and the wall �R ,z� is that of nonslip
��=0 �m�. The slip velocity at the liquid-gas layer interface, vslip,
increases as the slip length, �, increases. The one-dimensional
momentum equation for laminar liquid flow in the microtube �Fig.

Fig. 10 Effects of D and L /D on friction number for laminar
flow of water in microtubes
13�, Eq. �1�, is solved subject to the boundary conditions:

AUGUST 2008, Vol. 130 / 082405-9
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�z,��R − �� = − �
d�z,�

dr
�R − ��,

d�z,�

dr
�r = 0� = 0 �13�

imilarly, the one-dimensional momentum equation in the thin
as layer at the microtube wall �Fig. 14� is given as

ig. 11 Effect of neglecting entrance thermal development on
riction number

ig. 12 Correction factor for thermal flow development at inlet

f microtubes
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�g

r
� d

dr
�r

d�z

dr
�	 =

dP

dz
�14�

This equation is subject to the boundary conditions:

�z,g�R − �� = �z,�, �z,g�R� = 0 �15�
The solution of Eqs. �1� and �14� gives the following expression

for the thickness of the thin gas layer, �, in terms of the dynamic
viscosities of the liquid and the gas and the assumed slip length,
�, as

Fig. 13 Effect of accounting for thermal development at inlet
of microtubes

Fig. 14 Velocity profile for laminar flow in a microtube with a

slip at the wall

Transactions of the ASME



T
t
t
v
r
t
f
r

R̄
s
=

t
�
o
n
d
1
=
a
m
�

m
g

2
c
c
m
b

J
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his equation is used to predict the thickness of the thin gas layer
hat may be separating the water flow from the wall of the micro-
ubes in the experiments �1–3�. In these experiments, the deduced
alue of the slip length, �, in this paper are 1.0 �m and 0.7 �m,
espectively �Figs. 4–8�. Figure 15�a� presents the estimated
hicknesses of the thin gas layer for laminar flows of water as a
unction of the diameter of the microtubes having L /D=300. The
esults in this figure are for different average Reynolds numbers

e and assumed slip length �=1.0 �m. Figure 15�b� presents
imilar results for microtubes with a larger aspect ratio, L /D
1479.
Results show that for the small aspect ratio, L /D=300, the

hickness of thin gas layer at the wall of the microtubes with D
100 �m is estimated at �18.9 nm and independent of the value

f the average Reynolds number. For smaller diameters, the thick-
ess of this layer slightly increases as the microtube diameter
ecreases and/or Reynolds number increases �Figs. 15�a� and
5�b��. For the microtubes with the larger aspect ratio, L /D
1479, the effect of Reynolds number extends to microtube di-
meters up to 200 �m �Fig. 15�b��. For large diameters, the esti-
ated thickness of the thin gas layer is the same as in Fig. 15�a�,
=18.9 nm, and almost independent of Reynolds number.
Figure 15�b� shows that an order of magnitude decrease in the
icrotube diameter to 20 �m increases the thickness of the thin

as layer at the wall by 2.5 nm and 1.3 nm to 20.2 nm and

1.4 nm, when R̄e=400 and 800, respectively. For the same mi-
rotube diameter but the smaller aspect ratio, L /D=300, such in-
reases in the thickness of the thin gas layer at the wall of the
icrotubes with decreased diameter or increased Reynolds num-

Fig. 15 Thickness of thin gas layer at microtube walls
er are �0.6 nm �Fig. 15�a��.

ournal of Heat Transfer
Summary and Conclusions
Viscous dissipation heating is important for laminar flows in

microtubes and the friction number can be determined from either
plotting the measured pressure drop or the rise in the fluid tem-
perature in the microtubes due to the viscous heat dissipation ver-
sus the average Reynolds number. A semiempirical analytical ex-
pression for determining the friction number in microtubes is
developed, which accounts for no-slip and slip at the wall and the
effect of the thermal development of the flow at the inlet of mi-
crotubes.

The calculated values of the friction number as a function of the
microtube diameter D and aspect radio L /D are in excellent
agreement with those determined for the experimental data for
water flows in glass and diffused silica microtubes ranging in
diameter from 16 �m to 101 �m and are 0.02–0.1035 m long.
The experimental values of the friction number are also in agree-
ment with those determined from the numerical calculations for
laminar water flows in microtubes at the same condition in the
experiments. Such an agreement is suggestive of plausible slip in
the experiments of water flow in microtubes.

The numerical calculations are performed using COMSOL
MULTIPHYSICS 3.2A software at the same conditions in the experi-
ments, namely, hydrodynamically fully developed but thermally
developing inlet flow, adiabatic walls, and temperature dependent
properties. These calculations investigated the effects of the ther-
mally developing flow at the inlet of the microtubes and plausible
slip at the wall on the values of the friction number. Results show
that for D�500 �m the friction number for water flows in micro-
tubes with a slip is much smaller than that of the classical Hagen–
Poiseuille for smooth macrotubes �64�, almost exponentially de-
creasing as the microtube diameter decreases.

The present results are suggestive of a plausible slip at the walls
of the microtubes in the water flow experiments due to the highly
stressed condition caused by the very high applied pressure that
could exceed 120 MPa. The slip lengths of 0.7 �m and 1.0 �m,
determined from the experimental data, decrease the friction num-
ber. For L /D�1500, the effect of the slip at the microtube wall on
the friction number diminishes and when D�400 �m the value
of the friction number approaches that of the classical Hagen–
Poiseuille for smooth macrotubes of 64. For lower L /D, the fric-
tion number increases because of the thermally developing flow at
the inlet of the microtubes exceeding that of the Hagen–Poiseuille
for smooth macrotubes. This effect gradually diminishes as the
diameter of the microtubes decreases, becoming negligible when
D�10 �m and L /D approaches �1500.

The presence of a slip at the microtube and microchannel walls
is a subject of ongoing discussion. The results of recent investi-
gations suggest that a nonslip boundary may not be valid in highly
confined and stressed flows. Thus, it may be argued that a velocity
slip in the water flow experiments investigated is plausible when
the driving force overcomes the interfacial resistance, reducing
viscous dissipation and the friction number. When this occurs, the
presence of a nanometer-size layer between the flowing liquid and
the wall is hypothesized.

Results show that the aspect ratio of the microtubes, L /D,
slightly affects the thickness of the postulated thin layer at the
wall of the microtubes. For the same diameter and Reynolds num-
ber, increasing L /D from 300 to 1479 increases the estimated
thickness of the layer at the wall of the microtubes by as much as
2.5 nm. For D�200 �m, the layer thickness is almost constant
and �18.9 nm. Further investigations, however, are needed to
confirm this hypothesis and determine the nature and the molecu-
lar composition of the nanometer-size layer.

Experimental results reported by numerous investigators indi-
cate that the slip is a predictable and measurable effects for flow
of highly confined liquids. Since liquid flow in microtubes and
microchannels is highly confined, then it is appropriate to hypoth-

esize that the same effect could be present. Experiments of liquid

AUGUST 2008, Vol. 130 / 082405-11
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ow in microtube with hydrophobic wall have shown reductions
n the pressure losses by as much as 20–40%. In this case, the lake
f wetting of the wall results in a velocity slip, reducing the pres-
ure losses and the viscous dissipation heating. In the case of a
ydrophilic wall, the wetting of the liquid to the wall precludes
he slip, except when the liquid is highly stressed. The arguments

ade in the paper, although based on a careful analysis of the
xperimental measurement, call for future investigation. The issue
f a velocity slip in the highly confined flows in microtubes and
icrochannels invites future investigations using a combination of
olecular dynamics and continuum flow calculations to determine

he nature of the slip.
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omenclature
a � empirical coefficient, Eqs. �11� and �12�

Cp � liquid average heat capacity �J/kg K�
Cf � friction number or Poiseuille number
D � microtube inner diameter ��m�

Dh � hydraulic equivalent diameter ��m�
f � entrance correction factor, Eq. �11�
L � microtube length �m�
P � liquid pressure �Pa�

R̄e � average Reynolds number �	Dv̄z / �̄�
R̄e* � modified average Reynolds number, R̄e�L /D�3

R � inner radius of microtube
r � radial coordinate
T � temperature �K�
v � liquid velocity �m/s�
v̄ � liquid average velocity �m/s�
Z � axial coordinate

reek Symbols
� � slip length at microtube wall ��m�
� � thickness of gas layer at microtube wall, Eq.

�13� ��m�
�P � pressure drop across a microtube �Pa�

�P* � dimensionless pressure drop,
�P / ��̄2 / �1+8� /D� / �2	L2��

�T � liquid temperature rise across microtube �K�
�T* � dimensionless temperature rise across micro-

tube, �T / ��̄2 / �2Cp	2L2��
� � characteristic length, Eq. �12� ��m�
�̄ � liquid average dynamic viscosity �Pa/m�
	 � liquid average density �kg /m3�

ubscripts
f � friction
g � gas or air

in � inlet
� � liquid

max � maximum at centerline of microtube
mod � modified
num � numerical

slip � at slip boundary near the microtube wall

82405-12 / Vol. 130, AUGUST 2008
tho � theory
z � in axial coordinate
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Particle Aspect-Ratio Effects on
the Thermal Conductivity of
Micro- and Nanoparticle
Suspensions
The influence of particle anisotropy on the effective thermal conductivity of a suspension
is experimentally investigated. Suspensions of micron-sized, silicon-carbide particles
with varying aspect-ratio distributions were prepared and measured. It is shown that the
conductivity of the silicon-carbide suspensions can be quantitatively predicted by the
effective medium theory of Nan et al. (1997, “Effective Thermal Conductivity of Particu-
late Composites With Interfacial Thermal Resistance,” J. Appl. Phys. 81(10), pp. 6692–
6699), provided the volume-weighted aspect ratio of the particles is used. Recent experi-
mental data on multiwalled-nanotube-in-oil suspensions by Yang et al. (2006, “Thermal
and Rheological Properties of Carbon Nanotube-in-Oil Dispersions,” J. Appl. Phys.,
99(11), 114307) are also analyzed and shown to be in at least qualitative agreement with
the effective-medium-theory prediction that the thermal conductivity of suspensions is
enhanced by large aspect-ratio particles. �DOI: 10.1115/1.2928050�

Keywords: thermal conductivity, suspension, aspect ratio, silicon carbide, effective me-
dium theory
ntroduction
Heat-transfer fluids can exhibit significant increases in thermal

onductivity with the addition of highly conductive particles. Re-
ent attention has focused on micro- and nano- particle suspen-
ions because of their enhanced stability against sedimentation,
eduction in potential for clogging a flow system, as well as the
antalizing possibility of unexpected enhancements in thermal
onductivity. The latter has been spurred by reports of large in-
reases in the thermal conductivity in very-low-volume-fraction
anoparticle and nanotube suspensions, for example, Cu nanopar-
icles in ethylene glycol �1�, multiwalled carbon nanotubes
MWNTs� in oil �2�, and silver nanoparticles in water and toluene
3�, among others. In each case, the enhancement in thermal con-
uctivity is reported to be greater than predicted by macroscopic
heory for the given volume fraction and particle thermal conduc-
ivity. This has stimulated new theoretical and computational
nalysis �4–7� of the effective thermal conductivity of nanopar-
icle and nanotube suspensions.

The modeling of the effective conductivity of a composite ma-
erial dates back to Maxwell �8�, who derived the following ex-
ression for the conductivity of a two-component mixture with kp
nd kb as conductivities of suspended and suspending phases, re-
pectively:

k = kb�1 +
3��� − 1�

2 + � − ��� − 1�� �1�

n the above expression, � is the volume fraction of suspended
edium, �=kp /kb is the ratio of conductivities, and it is assumed

hat �1� the suspended particles are spherical, �2� the particles are
oninteracting, and �3� the interfacial resistance between the liq-
id and solid phases is negligible. There is considerable experi-
ental evidence for the validity of the Maxwell model for thermal
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conductivities of non-nanoscale particulate suspensions. Despite
the fact that the above expression was derived under the assump-
tion of dilute suspensions, it agrees well with experimental data
for spherical-particle suspensions with volume fraction less than
approximately 10–20% when ��1 �9�. At higher volume frac-
tions, the particles cannot be considered to be isolated from each
other, or they even can form a percolated network �10�, causing
the initial assumptions of the Maxwell model to fail.

A model for the effective thermal conductivity of a dilute sus-
pension of spheroidal particles with aspect ratio a was developed
by Fricke �11�. It can be written in the following form:

k = kb�1 +
n��� − 1�

�n − 1� + � − ��� − 1�� �2�

Here, n is the dimensionless shape factor given by

n =
�� − �

�� − 1� − �
�3�

where

� =
1

3
�� − 1�� 2

1 + �� − 1�L11
+

1

1 + �� − 1�L33
� �4�

L11 =
a2

2�a2 − 1�
−

a

2�a2 − 1�3/2 cosh−1 a and L33 = 1 − 2L11 �5�

Equation �2� was later generalized by Nan et al. �12� to include
the effect of interfacial resistance in a form of an effective me-
dium theory �EMT�. Nan et al. �12� showed that for a dilute sus-
pension of randomly orientated, spheroidal particles with radius r
�along the short axis for a prolate spheroid� and interfacial
�Kapitza� resistance R, the thermal conductivity is given by

k = kb�1 +
��2�11 + �33�

3 − ��2�11L11 + �33L33�
� �6�
where
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�ii =
kii − kb

kb + Lii�kii − kb�
and kii = kp + kb�1 − Lii��2 + 1/a�� �7�

ere, � is a dimensionless measure of the interfacial resistance,
efined as

� =
Rkb

r
�8�

ith �=0 denoting a perfect interface having no temperature
ump.

For large-aspect-ratio particles, such as nanotubes, the Fricke/
MT prediction for effective thermal conductivity can greatly ex-
eed that of the Maxwell model �13�. Experimental evidence for
uch an aspect-ratio effect on the thermal conductivity, particu-
arly in fluid suspensions, is limited, however. Experimental mea-
urements have been made in composite materials consisting of
lightly prolate �a=2� or oblate �a=0.5� diamond particles in ZnS
14�; the measured conductivities were later found to be in good
greement with EMT �12�. For fluid suspensions, Xie et al. �15�
easured the thermal conductivity of spherical and cylindrical

ilicon carbide �SiC� particles dispersed in water and ethylene
lycol �EG�. Substantially higher thermal conductivity enhance-
ents were found for the cylindrical particles than the spherical

nes. This is qualitatively consistent with EMT, but, unfortunately,
o precise information was given about aspect ratio of the SiC
hiskers. Yang and Han �16� studied the thermal conductivity of
ismuth telluride �Bi2Te3� nanorods in perfluoronhexane �FC-72�
nd in hexadecane oil. The nanorods had an average diameter of
0 nm and the average length of 170 nm, giving an aspect ratio of
.5. Measurements conducted at different temperatures showed
igher thermal conductivities than predicted by the Maxwell
heory for spherical particles, and were roughly consistent with
MT calculations. A slight enhancement in thermal conductivity
bove EMT predictions was attributed to the Brownian motion of
he nanoparticles. No attempt was made to vary the aspect ratio of
he nanorods.

In this paper, we report on a systematic study of the effect of
article aspect ratio on the effective thermal conductivity of
article-in-liquid suspensions. The conductivity of suspensions of
icron-sized SiC particles of different shapes was measured and

ompared with EMT. The aspect ratio of the SiC cylinders was
irectly varying through milling. We analyze some recent data in
he literature on the thermal conductivity of nanotube suspensions
n light of the aspect-ratio effect predicted by EMT, and discuss
dditional factors that may affect the thermal conductivity of sus-
ensions containing nanoscale particles.

xperimental Method
The thermal conductivity of various suspensions was measured

sing a transient hot-wire apparatus �KD-2 Thermal Properties

(a)

Fig. 1 Image of SiC in EG suspensio
nalyzer, Decagon Devices, Inc.�. The hot wire measures the ther-

82406-2 / Vol. 130, AUGUST 2008
mal conductivity and thermal resistivity from the rate of tempera-
ture increase of the probe for a constant heating rate. In the KD2,
the hot wire is encapsulated in a needle to avoid problems, which
can arise while measuring the thermal conductivity of electrically
conductive fluids. The KD2 conforms to ASTM D5334 and IEEE
442-1981 standards for determining thermal conductivity, and, in
our tests, reproduced literature values for the thermal conductivity
of EG, mineral oil, and glycerin with error less than 5%, which is
declared accuracy of KD2. All measurements were conducted at a
temperature of T=21.2°C, which was maintained constant with
the aid of temperature-controlled recirculating bath to avoid ef-
fects caused by natural convection. Temperature deviations did
not exceed 0.5°C.

In this study, two types of micron-size SiC �Alfa Aesar Corp.�
were dispersed in EG: �1� Spherical particles with diameters less
than 40 �m and �2� whiskers 1.5 �m in diameter and nominally
18 �m in length. Samples of different solid volume fractions be-
tween �=0.01 and �=0.05 were prepared. We chose small vol-
ume fractions to ensure that the suspensions were dilute so that
particles were unlikely to interact thermally with one another. The
uncertainty in the solid-content volume fraction is estimated to be
0.001. This uncertainty comes from measurement of the volume
of the suspending fluid and the mass of the suspended phase. After
being mechanically stirred vigorously, all samples were further
homogenized with the aid of bath sonicator for 30 min. Measure-
ments performed before and after sonication indicated that the
thermal conductivity was not affected by bath sonication. All
samples were stable and no sedimentation occurred during the
experiments. Each data point was obtained by taking five consecu-
tive measurements, with 5 min intervals in between to allow the
sample to reequilibrate with the water bath. We estimate the stan-
dard deviation of the mean conductivity to not to exceed
0.015 W /mK.

The actual aspect ratios of the SiC whiskers in suspension were
determined from optical micrographs �Fig. 1�. Particle-size analy-
sis of 250 randomly chosen SiC whiskers in a diluted EG suspen-
sion showed a wide distribution of particle aspect ratios, with
average volume-weighted aspect ratio of 9.6, calculated as

aV =
	1

250aiVi

	1
250Vi

�9�

where Vi is the volume for the particle with aspect ratio ai of 9.6.
The measured aspect-ratio distribution for SiC-EG suspension is
shown in Fig. 2. For comparison, the average size of spherical
particles was measured to be 32 �m. An optical micrograph of the
spherical SiC particles and the measured particle size distribution
from such micrographs are presented in Fig. 3.

To vary the aspect ratio of the SiC whiskers, the suspension at
volume fraction of �=0.025 was further processed in a ball mill.
The ball mill, consisting of a rotating horizontal cylinder partially

(b)

efore „a… and after „b… 28 h of milling
n b
filled with a milling medium �in this case, ceramic balls�, reduced
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he whiskers’ aspect ratio by grinding. The SiC whisker suspen-
ions were processed for 4 h, 12 h, and 28 h, and the average
olume-weighted aspect ratio of the whiskers was calculated after
very step from images taken with an optical microscope �Fig. 1�.

Figure 2 shows the distribution functions of whisker aspect ra-
ios for the sample before and after 28 h of milling. It can be
learly seen that, after grinding, the fraction of very short particles
s much higher, and the fraction of particles with an aspect ratio

ore than 10 decreased significantly. The values of the volume-
eighted average aspect ratio and the corresponding grinding

imes are calculated from Eq. �9� and listed in Table 1. The
olume-weighted average aspect ratio for the suspension changed
radually from 9.6 before milling to 4.8 after 28 h in the ball mill.

esults and Discussion
The measured thermal conductivities of suspensions of spheri-

al and cylindrical SiC particles dispersed in EG at volume frac-
ion up to 5�0.1% are presented in Fig. 4. It can be clearly seen
hat suspensions containing cylindrical particles show signifi-
antly higher increase in thermal conductivity than suspensions
ith dispersed spherical particles. For the particle loading of 5%
y volume, a thermal-conductivity enhancement of 85% was ob-
erved for suspensions containing dispersed whiskers, while the
nhancement was only 15% for spheres. Over this low volume-
raction range, the thermal conductivity increase for both types of
articles is nearly linear with volume fraction of solids.

In order to compare the experimental data obtained in this study
ith the Maxwell model and EMT predictions, the thermal con-
uctivities of the base fluid and particles must be known. We have
aken the thermal conductivities of EG and SiC to be kb
0.25 W /mK and kp=360 W /mK, respectively. The thermal con-
uctivity of EG was measured directly, and the value used also is
onsistent with literature values �17�. As for thermal conductivity
f SiC, no direct data for nano- and microparticles are available.

(a)

Fig. 2 Aspect-ratio distribution for SiC wh
milling

(a)
Fig. 3 Optical micrograph „a… and size d

ournal of Heat Transfer
Bulk SiC is a semiconductor that is considered to have a very high
thermal conductivity. However, data reported for the thermal con-
ductivity of SiC vary by almost four orders of magnitude, from
0.12 W /mK up to 490 W /mK at room temperature, with the ac-
tual value depending on the synthesis technique, impurity content,
and material structure. The thermal conductivity of single crystal
SiC has reported to be as high as 490 W /mK �18,19�, but phonon
scattering by electrically active impurities such as Al or N can
significantly reduce thermal conductivity. At room temperature,
the impurity concentration of 1020 cm−3 can decrease k by the
factor of 20 �18�. The thermal conductivity of SiC polytypes has
been measured to be up to 1100 W /mK for different tempera-
tures. However, SiC thin films, which have an amorphous struc-
ture, typically have much lower thermal conductivities than that of
the bulk material. Measurements �20� showed values of
1.44–1.49 W /mK for 500-nm-thick films fabricated at 20°C and
500°C, correspondingly. An even lower value of thermal conduc-
tivity, 0.12 W /mK was reported for optically thin SiC film �21�.
The SiC particles used in the present study have a crystalline
structure, hexagonal for the spherical particles and cubic for whis-
kers. Therefore, the thermal conductivity of a cubic SiC polycrys-
tal at 300°C, kp=360 W /mK �18,22�, is used as the thermal con-
ductivity of the dispersed medium in Eqs. �1�, �2�, and �6�.

Using these values for the thermal conductivities of EG and the
SiC particles/whiskers, it is clearly seen in Fig. 4 that the Maxwell
model for the thermal conductivity enhancement of spheres is in a
good agreement with experimental data. The Maxwell model, Eq.
�1�, is insensitive to the thermal conductivity of the dispersed
phase when the ratio, �, of thermal conductivities of the dispersed
and dispersing materials is greater than of order 100, so any pos-
sible error in thermal conductivity of SiC has minimal effect on
the calculated conductivity. The EMT, Eq. �2�, is much more sen-
sitive with respect to the thermal conductivity of dispersed phase,
kp, but the results presented in Fig. 4 show a good agreement of

(b)

ers in EG before „a… and after „b… 28 h of

(b)
isk
istribution „b… for SiC spheres in EG
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iC-whisker experimental data with the EMT calculations. For
omparison, suspension thermal conductivities calculated using
p=100 W /mK and kp=500 W /mK are also plotted in Fig. 4.
hese limiting cases correspond to the small-grain and perfect,
ingle-crystal SiC �18,23�. It can be seen that the EMT theoretical
redictions fit the data well for any reasonable choice of thermal
onductivities for the SiC whiskers. As previously discussed, the
spect ratio is taken as a volume-weighted average of a=9.6 for
alculations.

The experimental data of Xie et al. �15� for suspensions of
pherical and cylindrical SiC particles are also shown in Fig. 4 for
omparison. For spherical particles, their data and ours match
ell. For the cylindrical particles, Xie et al. do not provide precise

nformation about the exact particle size and shape. Thus, the
ifferences seen in Fig. 4 between their data on cylindrical par-
icles and ours most probably arise from the use of particles of
ifferent aspect ratios. Nonetheless, their measurements also show
n increase in thermal conductivity above the Maxwell prediction
hen anisotropic particles are used. The thermal conductivities

eported by Xie et al. can be fitted well by the EMT model if the
uspension is assumed to contain SiC whiskers of aspect ratio 3.7,
s seen in Fig. 4.

To directly investigate the influence of particle aspect ratio on
hermal conductivity, we further investigated the thermal conduc-
ivity of a suspension with fixed SiC volume fraction, but varying

able 1 Measured average volume-weighted aspect ratio of
hiskers for suspensions containing 2.5% of solids by volume

Milling time, h
Average volume-weighted

aspect ratio

0 9.6
4 8.2
12 6.1
28 4.8

Fig. 4 Relative thermal conductivity en
SiC spherical particles „solid squares…
the data calculated with the aid of Maxw
by Xie et al. for spheres and cylinders a
correspondingly. EMT prediction for a=

son with the data on cylinders of Xie et al.

82406-4 / Vol. 130, AUGUST 2008
particle shape. As discussed previously, a sample containing 2.5%
of SiC whiskers was processed in a ball milling machine to
change the aspect ratio of particles in four steps. The measure-
ments of the thermal conductivity of the suspension containing
SiC whiskers of different aspect ratios are presented in Fig. 5. For
a fixed volume fraction, the thermal conductivity enhancement
goes from 16.5% up to 39.5% as the volume-averaged aspect ratio
increases from 4.8 to 9.6. Comparison of the experimental data
and the EMT prediction shows excellent agreement. Note that any
possible contamination of the suspension by the grinding material
itself should only increase the conductivity with grinding time,
which is opposite to the observed trend.

As mentioned previously, the measured thermal conductivities
in Figs. 4 and 5 were plotted versus the volume-weighted aspect
ratio given in Eq. �9�. However, it is not a priori obvious whether
that is the appropriate aspect ratio to use in calculating the thermal
conductivity of a suspension having a distribution of particle

cement in the suspensions containing
whiskers „solid circles… compared to

„dashed line… and EMT „solid line…. Data
shown with hollow squares and circles
is shown with dotted line for compari-

Fig. 5 Measured thermal conductivities of 2.5% volume sus-
pensions of SiC in EG with whiskers of different aspect ratio.
For comparison, the Maxwell model, and EMT predictions for
different magnitudes of kp, are shown.
han
and
ell
re
3.7
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hapes. The particles’ morphology could be characterized not only
y the volume-weighted average aspect ratio but also by its peak
most probable�, median, or mean value. To show that the volume-
eighted aspect ratio is the correct measure to use, we can con-

ider a suspension consisting of N particles of different aspect
atios. Following Fricke’s approach, we obtain a modified formula
or the parameter �:

� =
1

3
�� − 1�	

1

N
Vi

	Vi
� 2

1 + �� − 1�L11
i +

1

1 + �� − 1�L33
i � �10�

here the functions L11
i and L33

i are given by Eq. �5� for every
article. The outer summation in Eq. �10� can be replaced by an
ntegral if an aspect-ratio distribution is given. Sample calcula-
ions for suspension of SiC whiskers in EG with a volume fraction
f 0.025 are shown in Figs. 6 and 7. The particles were assumed
o have a log-normal aspect-ratio distribution with logarithm stan-
ard deviations of either 0.5 or 2. Thermal conductivities calcu-
ated taking into account the entire aspect-ratio distribution �using
q. �10�� are compared to those calculated using the peak �apeak�,
ean �amean�, and volume-weighted �aV� aspect ratios. It can be

een that the conductivity calculated using the volume-weighted
spect ratio is most consistent with the full calculation. This result
an be attributed to the fact that the thermal-conductivity contri-
ution of the particles having a particular aspect ratio should de-
end on the total volume of such particles rather than on their
umber. Also, it should be noted that the distribution width affects

ig. 6 Thermal conductivity of a 2.5% SiC-in-oil suspension
ith log-normal aspect ratio distribution „�=0.5…

ig. 7 Thermal conductivity of a 2.5% SiC-in-oil suspension

ith log-normal aspect ratio distribution „�=2.0…

ournal of Heat Transfer
the calculated thermal conductivity of the suspension; when �
increases, the thermal conductivity increases because the fraction
of long particles, which contribute more to total thermal conduc-
tivity enhancement, is higher even though the peak �most likely�
aspect ratio can stay the same. For a monodisperse suspension
�delta-function distribution of particle aspect ratios�, all three
characteristic aspect ratios are the same and the thermal conduc-
tivity calculated using the distribution coincides with that pre-
dicted by Eq. �2�. We note that, though these calculations were
made for Fricke model, which assumes no interfacial resistance on
the surface of the particle, the same approach can be applied to the
more general model of Nan et al.

Some recent data on the thermal conductivity of CNT suspen-
sions can also be interpreted in light of the aspect-ratio depen-
dence of thermal conductivity predicted by EMT. The axial ther-
mal conductivity of single wall carbon nanotubes �SWNTs� is
believed to be comparable with that of graphene �in-plane� and
diamond, with predicted values in the range of 3000–
6600 W /mK �24,25�. As noted by Nan et al., this conductivity,
together with the very high aspect ratios of SWNTs, would cause
EMT to predict thermal conductivity enhancements an order of
magnitude greater than the highest increases that have been ex-
perimentally reported to date �13�. For individual MWNTs, a ther-
mal conductivity of 300 W /mK has been reported �26�. We use
this value to interpret the recent data by Yang et al. �27� that
shows a dependence of thermal conductivity on the sonication
time of a MWNT suspension. Yang et al. find that the thermal
conductivity of MWNT/poly��-olefin�-oil �PAO� suspensions at a
volume fraction of �=0.0021 decreases with sonication time.
They also noted that the aspect ratio of the MWNTs was de-
creased by the intense ultrasonication that they used. Figure 8,
which shows the measured thermal conductivities of Yang et al.
plotted against the nanotubes’ volume-weighted aspect ratio, ob-
tained using their reported aspect-ratio distributions, shows that
there is a very good qualitative agreement between the EMT and
the experimental data. Although tempting to conclude that there is
a quantitative agreement between the EMT and the data, it should
be noted that, in the experiments of Yang et al., the reduction in
aspect ratio with increasing sonication time was concomitant with
a decrease in the size of large-scale nanotube agglomerates. Thus,
it is not possible to separate the effect of decreasing particle aspect
ratio from particle aggregation and other factors that may also
affect the thermal conductivity. Nonetheless, the changes that
Yang et al. observe in the thermal conductivity of the MWNT
suspension are at least qualitatively consistent with the reduction
in thermal conductivity brought about by decreasing aspect ratio
that is predicted by EMT.

The lower limit of the thermal conductivity of a suspension is

Fig. 8 Thermal conductivities of MWNTs in PAO with different
aspect ratio of nanotubes. The solid squares indicate the mea-
surements of Yang et al., while the solid line shows the EMT
model.
given by Eq. �1�, which is that for spherical particles. However,

AUGUST 2008, Vol. 130 / 082406-5
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here is an effective upper limit on the thermal conductivity en-
ancement with aspect ratio as well. Beyond an aspect ratio of
bout 100–500, depending on the solid/fluid thermal conductivi-
ies ratios, the further increase of particle aspect ratio does not
ignificantly enhance the thermal conductivity. This is seen as a
lateau for a	103 in the EMT model line shown in Fig. 8.

We note that additional scale-dependent effects can enter into
he thermal conductivity of nanoparticle and nanotube suspen-
ions. Among these is the interfacial resistance between the solid-
iquid interface, which becomes increasingly important due to the
arger number of interfaces for a given volume fraction as the
article-size decreases. Within the framework of EMT, the impor-
ance of interfacial resistance is parametrized by the dimension-
ess variable � introduced in Eq. �8�. For most liquid-solid inter-
aces, the Kapitza resistance is typically of order 10−8 m2 K /W
28,29�. For SWNTs in water, Huxtable et al. �30� measured a
hermal resistance of R=8.3
10−8 m2 K /W, a value which is
onsistent with the R=4.52
10−8–1.5
10−7 m2 K /W calcu-
ated by molecular dynamics simulations for SWNTs in liquid
31�. For the SiC spheres and whiskers used in the present experi-
ents, interfacial resistance is negligible as it is estimated to be
=2
10−3 and �=1
10−2, respectively, in EG. For the MWNTs

n PAO studied by Yang et al., interfacial resistance is not negli-
ible, as �=1 assuming a diameter of 25 nm for the nanotubes
ade by catalytic decomposition of a ferrocene-xylene mixture

32�. Therefore, all calculations for MWNTs in oil suspension
ere made taking into account the interfacial resistance �Eq. �6��.
Other mechanisms have been hypothesized to influence the

hermal conductivity of nanoparticle/nanotube suspensions: �1� in-
erparticle clustering �4,33�, �2� Brownian motion �34,35�, and �3�
allistic phonon transport �36�. Of these, the most relevant for the
WNTs in PAO studied by Yang et al. is interparticle clustering,

ince the nanotubes were observed to form aggregates in suspen-
ion. As described by Prasher et al. �4�, particles in suspension can
luster to form chains, which conduct heat along their backbone,
hus significantly enhance the thermal conductivity of nanofluids.
his is analogous to an aspect-ratio effect, since the particle
hains can be viewed as large-aspect ratio particles. If the effec-
ive conductivity and volume fraction of the particle chains are
nown, then the conductivity of the suspension can be modeled
sing EMT of Nan et al., as done by Prasher et al.

onclusions
In summary, we have experimentally validated the EMT predic-

ion that the effective thermal conductivity of suspensions is en-
anced by large aspect-ratio particles. For micron-sized SiC par-
icles, where interfacial resistance is negligible, good quantitative
greement is seen between the measured thermal conductivities
nd EMT for volume fractions up to 0.05 �dilute suspensions� and
olume-weighted aspect ratios ranging from 1 to 10. For recently
eported data on MWNTs in PAO, the measured thermal conduc-
ivities at least qualitatively consistent with the aspect-ratio effect
redicted by EMT; however, possible nanotube clustering in the
uspension precludes us from drawing conclusions regarding
uantitative agreement in this case. Nevertheless, the present data
n SiC microparticles, together with the analysis of the data of
ie et al. and Yang et al. on nanoparticle and nanotube suspen-

ions doubtlessly reveal the impact of filler shape on the effective
hermal conductivity of particulate suspensions.
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omenclature

� � particle volume fraction
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k � suspension thermal conductivity
kp � suspended-medium thermal conductivity
kb � base-fluid thermal conductivity
a � particle aspect ratio

aV � volume-weighted-average aspect ratio
apeak � most-probable aspect ratio
amean � mean aspect ratio

r � particle radius
V � particle volume
R � Kapitza resistance
� � standard deviation of logarithm of particle-

aspect-ratio distribution
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Hybrid Full-Spectrum Correlated
k-Distribution Method for
Radiative Transfer in
Nonhomogeneous Gas Mixtures
The full-spectrum k-distribution (FSK) approach is a promising model for radiative
transfer calculations in participating media. FSK achieves line-by-line (LBL) accuracy
for homogeneous media at a tiny fraction of LBL’s high computational cost. However,
inhomogeneities in gas temperature, total pressure, and component-gas mole fractions
change the spectral distribution of the absorption coefficient and can cause inaccuracies
in the FSK approach. In this paper, a new hybrid FSK method is proposed that combines
the advantages of the multigroup FSK (MGFSK) method for temperature inhomogeneities
in a single gas species and the multiscale FSK (MSFSCK) method for concentration
inhomogeneities in gas mixtures. In this new hybrid method, the absorption coefficients of
each gas species in the mixture are divided into M spectral groups depending on their
temperature dependence. Accurate MGFSK databases are constructed for combustion
gases, such as CO2 and H2O. This paper includes a detailed mathematical development
of the new method, method of database construction, and sample heat transfer calcula-
tions for 1D inhomogeneous gas mixtures with step changes in temperature and species
mole fractions. Performance and accuracy are compared to LBL and plain FSK calcu-
lations. The new method achieves high accuracy in radiative heat transfer calculations in
participating media containing extreme inhomogeneities in both temperature and mole
fractions using as few as M �2 spectral groups for each gas species, accompanied by
several orders of magnitude lower computational expense as compared to LBL solutions.
�DOI: 10.1115/1.2909612�

Keywords: thermal radiation, k-distribution method, inhomogeneous gas mixture, multi-
scale approach, global method
ntroduction

Radiative transfer calculations in participating media can be
ost accurately evaluated by the line-by-line �LBL� approach,

ut, due to irregular gas phase absorption coefficients that rapidly
ary across the spectrum, the radiative transfer equation �RTE�
ust be solved for up to 1�106 wavenumbers. Hence, the LBL

pproach is extremely time consuming and requires large com-
uter resources. On the other hand, the absorption coefficient can
e reordered into a monotonically increasing function, such that
nly a small number of quadrature point evaluations of the RTE is
equired �1,2�, greatly reducing the computational cost. Several
odels have been proposed to apply the concept of reordering the

bsorption coefficient to the entire spectrum and these include the
pectral-line-based weighted-sum-of-gray-gases �SLW� model
3,4�, the absorption distribution function �ADF� method �5,6�,
nd the recent full-spectrum k-distribution �FSK� method �7�.

hereas SLW and ADF methods are approximate schemes, in
hich the absorption coefficient is reduced to a few discrete val-
es, the FSK method is an exact method for a correlated absorp-
ion coefficient using a continuous k-distribution over the entire
pectrum. The FSK method achieves LBL accuracy for homoge-
eous media at a tiny fraction of LBL’s computational cost. Since
ts introduction, the FSK method has undergone several major

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received May 29, 2007; final manuscript received
ctober 16, 2007; published online June 3, 2008. Review conducted by Walter W.

uen.

ournal of Heat Transfer Copyright © 20
developments �7–10� and has become one of the most popular
spectral models for radiative transfer calculations.

Although the FSK scheme is an exact method for radiative
calculations in homogeneous media, its application in strongly
inhomogeneous emitting-absorbing media challenges its accuracy.
Inhomogeneities in total pressure, temperature, and component
mole fraction �partial pressure� alter the local spectral behavior of
the absorption coefficient, which is critical in the FSK reordering
process. The effect of strong variations in total pressure along
with negligible variation in temperature produces only a small
change in the k-distribution as evidenced in meteorological appli-
cations �1,11,12�. On the other hand, varying temperature and gas
concentrations have substantial effects on the accuracy of
k-distribution and FSK methods �7,11,13–15�.

In order to address the inhomogeneity problem, several strate-
gies with different levels of sophistication and accuracy have been
proposed in the literature. All the commonly used strategies in-
clude either the assumption of a correlated absorption coefficient
or the scaling assumption. Details of these two approaches can be
obtained from Modest �8�. The application of both the correlated
and scaled approaches to the FSK method leads to the full-
spectrum correlated k-distribution �FSCK� and scaled
k-distribution �FSSK� methods, respectively. To alleviate the inac-
curacies in inhomogeneous media, two different approaches have
been proposed, namely, the fictitious gas �FG� �6� or multiscale
�9� approach and the multigroup �MG� approach �10,16�. The con-
cept behind these two approaches is to break up the gas absorption
coefficients into pieces that are as correlated or scaled as possible.
In the FG approach, the individual spectral lines comprising the

absorption coefficient are placed into separate scales based on

AUGUST 2008, Vol. 130 / 082701-108 by ASME
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heir temperature dependence. In the MG approach, spectral posi-
ions, i.e., wavenumbers, are placed into several groups according
o their dependence on temperature and partial pressure. Both ap-
roaches achieve increased correlation in the absorption coeffi-
ient within each FG or spectral groups and improve the accuracy
f radiative calculations in inhomogeneous media. The multigroup
SK �MGFSK� method has been shown to achieve great accuracy
or a single gas species with inhomogeneity in temperature
9,10,16�, whereas the multiscale FSK �MSFSK� method can ef-
ciently treat mixtures of absorbing gases with severe species

nhomogeneity �17�. However, challenges still remain for radia-
ive calculations in a gas mixture containing both temperature and
pecies concentration inhomogeneities.

FSK calculations are very accurate and time efficient provided
he required FSKs are known, which are tedious to compile from
pectroscopic databases, such as HITRAN �18�, HITEMP �19�,
nd CDSD-1000 �20�. Several very approximate correlations have
een generated by Denison and Webb �3,4� and Modest et al.
7,9,10,16�. However, to make accurate FSK calculations feasible
or general engineering purposes, preassembled FSK must be
vailable in the form of accurate and compact databases. Full-
pectrum MG databases have been constructed by Zhang and

odest for carbon dioxide and water vapor from the HITEMP
pectroscopic database �10,16�. The spectral positions of each gas
ere placed into 32 exclusive spectral groups depending on their

emperature and partial pressure dependence. The absorption co-
fficients at the 32 group level satisfy the scaling approximation.
he spectral groups from the databases are scalable, i.e., for better
umerical efficiency, the spectral groups can be combined to ob-
ain coarser numbers of groups. It has been reported that close-to-
BL accuracy can be achieved by considering only four such
roups, within which the assumption of a correlated absorption
oefficient holds.

In the current paper, a new hybrid multiscale multigroup FSK
MSMGFSK� method is proposed, which is capable of accurately
andling radiative transfer in a gas mixture containing both tem-
erature and partial pressure inhomogeneities with/without gray
all emission. The medium may also contain gray particles. How-

ver, mixtures containing nongray particles are beyond the scope
f the present paper, because mixing of species for such case
annot be accurately performed at the full-spectrum level. This
equires a narrow-band database and will be addressed in a follow
p paper. The present MSMGFSK method resolves the absorption
oefficient of an individual species in a mixture as one of its
cales. Within each scale, the wavenumbers are placed into exclu-
ive spectral groups according to their temperature dependence.

ixing of species is addressed by introducing an overlap param-
ter to approximate the effect of overlap among scales. In the MG
atabases created by Zhang and Modest �10,16�, the absorption
oefficients were obtained from the HITEMP spectroscopic data-
ase. Unfortunately, it has been observed that the HITEMP data-
ase is not accurate for CO2 at temperatures higher than 1000 K
20,21�. Thus, also a new and better correlated database is con-
tructed with spectral absorption coefficients for water vapor cal-
ulated from HITEMP 2000 and for carbon dioxide from CDSD-
000, which is considered more reliable. Since it had been found
hat radiative calculations using four groups can achieve close-to-
BL accuracy with faster computational times �10,22�, MG data-
ases are constructed with only four such groups. Sample calcu-
ations are performed for gas mixtures with temperature and
artial pressure inhomogeneities. For all cases, results are com-
ared to FSCK and LBL calculations.

ybrid MSMGFSCK Approach
Although the multiscale multigroup full-spectrum correlated

-distribution �MSMGFSCK� method can be easily extended to
nclude gray absorbing and scattering particles, for brevity, a me-
ium consisting of a mixture of molecular gases is considered and

he RTE for this medium can be written as �23�

82701-2 / Vol. 130, AUGUST 2008
dI�

ds
= ����� ��Ib� − I�� �1�

subject to the boundary condition

at s = 0: I� = Iw� �2�

Here, I� is the spectral radiative intensity, �� is the absorption
coefficient, Ib� is the spectral blackbody intensity �or Planck func-
tion�, and wavenumber � is the spectral variable. The term �� is a
vector of state variables that affect ��, which include temperature
T, total pressure P, and gas mole fractions x�: �� = �T , P ,x��. The
boundary intensity Iw� may be due to emission and/or reflection
from the enclosure wall �24�.

The total absorption coefficient �� is first separated into contri-
butions from N component gases, e.g., CO2 and H2O, and then the
spectral locations of the nth gas absorption coefficient are sorted
into M exclusive spectral groups, i.e.,

�� = �
n=1

N

�
m=1

Mn

�nm�, I� = �
n=1

N

�
m=1

Mn

Inm� �3�

and the radiative intensity I� is accordingly broken up. Note that
the spectral locations constituting the mth group may not be con-
secutive. The RTE is then transformed into �n=1

N Mn component
RTEs, one for each group of each gas or scale:

dInm�

ds
= �nm���� �Ib� − ����� �Inm�

for n = 1, . . . ,N, m = 1, . . . ,Mn �4�

It is observed, physically, that the intensity Inm� is due to emission
from the mth group of the nth gas specie �the nmth group� but
subject to absorption by all groups of other gases plus its own
group. There is no overlap among groups of a single species and,
therefore, there is no emission over wavenumbers where �nq��q
�m� absorbs. Thus, in Eq. �4�,

�� = �nm� + �
l�n

N

�
q=1

Ml

�lq� �5�

We now apply the FSK scheme �23� to the RTE of each group:
First, Eq. �4� is multiplied by Dirac’s delta function
��knm-�nm���� 0��, followed by division with

fnm�T0,�� 0,knm� =
1

Ib��T0��
0

�

Ib��T0���knm − �nm���� 0��d� �6�

where �� 0 and T0 refer to a reference state. The resulting equation
is then integrated over the entire spectrum, leading to

dInmg

ds
= knmanmIb − �nmInmg for n = 1, . . . ,N, m = 1, . . . ,Mn

�7�

where

Inmg =
�0

�Inm���knm − �nm���� 0��d�

fnm�T0,�� 0,knm�
�8�

gnm =�
0

knm

fnm�T0,�� 0,k�dk �9�

anm =
fnm�T,�� 0,knm�
f �T ,� ,k �

�10�

nm 0 � 0 nm
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�nmInmg = knmInmg +
�0

���l�n�q=1
Ml �lq���� ��Inm���knm − �nm���� 0��d�

fnm�T0,�� 0,knm�

�11�

ere, the absorption coefficient within each group has been as-
umed to be correlated. This implies that knm=knm�T0 ,�� ,gnm� is
valuated from the k-distribution of the local absorption coeffi-
ient of the nmth group weighted by the Planck function at the
eference temperature �23�. The second term in Eq. �7� is due to
he overlap of the absorption coefficient of the nmth group, �nm�,
ith groups of all other gases, and this overlap only occurs over
art of the spectrum. Physically, the overlap coefficient �nm is a
eordered absorption coefficient of the nmth group taking into
ccount the overlap with groups of all other gases. Based on the
SFSK approach, the �nm can be approximately determined since

he overlap effects between groups are relatively small. There are
any ways of approximating �nm. Here, the approach used in the

riginal MSFSK development is followed, that is, the overlap co-
fficient �nm is determined in such a way that the emitted intensity
manating from a homogeneous layer bounded by cold black
alls is predicted exactly �9�.
In Eq. �7�, the reordering is performed in terms of �nm� and the

verlap coefficient between �nm� and �� during the reordering
rocess is lumped into �nm. In order to determine �nm, the reor-
ering can also be performed in terms of ��, which, for a homo-
eneous layer at temperature T, leads to

dI
nmg
*

ds
=

k
nm
* Ib

f�T,�� ,k�
− kI

nmg
* for n = 1, . . . ,N, m = 1, . . . ,Mn

�12�

here

f�T,�� ,k� =
1

Ib�T��
0

�

Ib��T���k − ����� ��d� �13�

I
nmg
* =

�0
�Inm���k − ����� ��d�

f�T,�� ,k�
�14�

k
nm
* =

1

Ib�T��
0

�

Ib��T��nm���k − ����� ��d� �15�

n Eq. �12�, the interaction between �nm� and �� is lumped into

nm
* . The solutions to Eqs. �7� and �12� for a homogeneous layer at
emperature T bounded by cold black walls can be analytically
btained, and the total exiting intensities at s=L, obtained from
qs. �7� and �12�, respectively, are

Inm =�
0

1

Inmgdg =�
0

�
knm

�nm
Ib�1 − exp�− �nmL��fnm�T,�� ,knm�dknm

�16�

nd

I
nm
* =�

0

1

I
nmg
* dg =�

0

� k
nm
*

k
Ib�1 − exp�− kL��dk �17�

he spectrally integrated intensity, Inm, must be equal to I
nm
* , and

his requirement leads to

�nm = k and knmfnm�T,�� ,knm�dknm = k
nm
* �k�dk �18�
r

ournal of Heat Transfer
k
nm
* ��nm�d�nm = knmfnm�T,�� ,knm�dknm �19�

Equation �19� provides the relationship between �nm and knm that
is required to solve Eq. �7�. One convenient way of determining
�nm is by using the relationship �9�

�
0

knm

knm� fnm�T,�� ,knm� �dknm� =�
0

k�=�nm

k
nm
* �k��dk� �20�

In wavenumber space, this can also be expressed as

�
���nm�	knm

�nm�Ib��T�d� =�
����	�nm

�nm�Ib��T�d� �21�

Equation �20� is an implicit relation for the �nm−knm relationship.
In practice, the left- and right-hand sides of Eq. �20� are evaluated
for a set of predetermined knm and �nm values and the results are
stored in two arrays. The corresponding �nm values for the knm
values used in the RTE evaluations are determined by interpola-
tion from the two arrays. The so-determined �nm will be a func-
tion of the state variables �i.e., temperature and gas species con-
centration� as well as knm �or gnm�.

Evaluation of Overlap Coefficient �nm

The left-hand side �LHS� of Eq. �20� can be readily evaluated
since

LHS =�
0

gnm�knm�

knm� dgnm� �22�

and the knm–gnm distribution of the nmth group can be obtained
from the MG databases. The right-hand side �RHS� of Eq. �20�
contains the k

nm
* term, which may be directly calculated from Eq.

�15� using high resolution spectroscopic databases, if the spectral
locations of each spectral group are known. This direct calcula-
tion, however, is extremely tedious and impractical for the solu-
tion of general problems. It is desirable to evaluate the RHS of Eq.
�15� using databased MG k–g-distributions for faster and efficient
computation. The MG database construction for combustion gases
CO2 and H2O is discussed in detail in the following section.

In order to do so, the quantity Qnm is considered for the nmth
group:

Qnm =
1

Ib
�

0

�

Ib��nm� exp�− ��L�d� �23�

Physically, Qnm is related to the emission from the nmth group,
attenuated over path L by the groups of all other gases and itself.
Qnm can be rewritten as

Qnm =
1

Ib
�

0

�

Ib��nm��
0

�

exp�− kL���k − ���dkd�

=�
0

�

k
nm
* exp�− kL�dk = L�k

nm
* � �24�

i.e., Qnm is the Laplace transform of k
nm
* . Qnm can also be written

as

Qnm =
1

Ib
�

0

�

Ib��nm� exp�− �nm�L�	
l�n

N

exp�− �l�L�d�



1

Ib
�

0

�

Ib��nm� exp�− �nm�L�d�

�	
l�n

N � 1

Ib
��

Ib� exp�− �l�L�d�� �25�

0
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here �l� is the total �all groups� absorption coefficient of the lth
as species. The second step follows by recognizing that the inte-
ration in the first step is a Planck function weighted averaging
perator, together with the assumption that the absorption coeffi-
ients of the nmth group and all the other gases are statistically
ncorrelated with each other. Since the mixing in Eq. �25� is at the
ull-spectrum level, it is expected to be somewhat less accurate
han on a narrow-band level �25�. However, the uncorrelated as-
umption should be reasonable here since the nmth group not only
omes from a different gas but also from scattered parts of the
pectrum.

The k-distribution method can then be applied to Eq. �25�,
hich is written as

Qnm 
�
0

1

knm exp�− knmL�dgnm	
l�n

N ��
0

1

exp�− klL�dgl�
=�

gnm=0

1 � ¯�
gl=0
l�n

1

knm�gnm�

�exp�− �
l�n

klL − knmL�	
l�n

N

dgl�dgnm �26�

ere, kl�gl� is the k–g-distribution of the entire lth gas, obtained
y combining all groups into one �10�,

gl�T,�� ,k� = �
q=1

M

glq�T,�� ,k� − M + 1 �27�

valuated at any given k �same for all groups�.
Equating Eqs. �26� and �24� leads to

L�k
nm
* � =�

gnm=0

1 � ¯�
gl=0
l�n

1

knm

�exp�− �
l�n

klL − knmL�	
l�n

N

dgl�dgnm �28�

nd the integral property of the Laplace transform gives

��
0

k=�nm

k
nm
* �k�dk�

=�
gnm=0

1 �¯�
gl=0
l�n

1

knm �
exp�− �l�nklL − knmL�

L 	
l�n

N

dgl�dgnm

�29�
inally, taking the inverse of the Laplace transformation results in
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RHS =�
o

k=�nm

k
nm
* �k�dk


�
gnm=0

1 � ¯�
gl=0
l�n

1

knmH�k − �
l�n

kl − knm�	
l�n

N

dgl�dgnm

�30�

where H is the Heaviside step function.
By equating the LHS and RHS, a generic expression is obtained

for the determination of the overlap coefficient �nm based on
group k-distributions constructed from the MG databases, i.e.,

�
0

gnm�knm�

knm� dgnm�

=�
gnm=0

1 � ¯�
gl=0
l�n

1

knmH��nm − �
l�n

kl − knm�	
l�n

N

dgl�dgnm

�31�

The number of multiple integrals on the RHS of Eq. �31� is N, the
number of component gases in the mixture.

Multigroup Database Construction
As stated earlier, accurate and compact databases of MGFSKs

are constructed as a part of this work. The spectral absorption
coefficients for water vapor are calculated from HITEMP 2000
and for carbon dioxide CDSD-1000 is used, which is considered
more reliable than HITEMP for temperatures higher than 1000 K
�20,21�, as assembled by Wang and Modest �26�. The resulting
MG k–g-distributions of the combustion gases are stored for vari-
ous values of total pressure, local gas temperature, species mole
fraction, and Planck function temperature and are summarized in
Table 1.

Grouping of Wavenumbers. The wavenumbers of each gas
species in 0.01 cm−1 intervals are grouped according to the tem-
perature dependence of their absorption coefficients. Some typical
results are shown in Figs. 1 and 2. Figure 1 corresponds to a few
chosen spectral locations across the 4.3 
m band of CO2 in a
mixture with 10% CO2 and 90% N2, while Fig. 2 corresponds to
a few chosen spectral locations across the 2.7 
m band of H2O in
a H2O–N2 mixture with 10% H2O. It is observed that there are
distinct behaviors of absorption coefficients with temperature,
which are consistent for all spectral locations and gas species.

Table 1 Precalculated gas states and reference temperatures

Parameter Sampling
Number

of samples

Species CO2 and
H2O

2

Total pressure 0.1–0.5 bar every 0.1 bar;
0.7 bar;

1.0–14.0 bar every 1.0 bar;
15.0–30.0 bar every 5.0 bar

24

Local gas
temperature

300–2500 K
every 100 K

23

Mole fraction 0.0–1.0
every 0.25

5

Planck function
temperature

300–2500 K
every 100 K

23
This temperature dependence is classified into four categories and
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sed for initial grouping of the spectral locations.
Step 1. As seen from Figs. 1 and 2, lines with decreasing ��

ith temperature at all temperatures are collected into Group 1,
hose which have increasing �� at low temperature but then de-
rease later on are placed into Group 2, lines that first decrease but
ater on wake up are placed into Group 3, and finally the lines that
ake up at low temperature and continue to rise are collected into
roup 4.
Step 2. After this initial grouping, each group is assigned an

verage k-profile, which is expressed as

kij =
������T�/���Tref�����Tref�Ib��Tref�

�����Tref�Ib��Tref�
=

�����T�Ib��Tref�
�����Tref�Ib��Tref�

�32�

here i is the counter-indicating group and j is the temperature.
nlike the database constructed by Zhang and Modest �10,16�, a
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ig. 1 Grouping of several spectral locations across 4.3 �m
and of CO2 in a CO2–air mixture containing 10% CO2
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ig. 2 Grouping of several spectral locations across 2.7 �m

and of H2O in a H2O–air mixture containing 10% H2O

ournal of Heat Transfer
weighted average of ���T� /���Tref� is employed, using spectral
emission ���Tref�Ib��Tref� as the weight factor. In typical combus-
tion applications, the maximum temperature is expected to vary
between 500 K and approximately 1600 K, and for such tempera-
ture range, a value of Tref=850 K was found to give the best
grouping results.

The following are the steps used to optimize the grouping of
wavenumbers:

Step 3. The group tag for each wavenumber is determined by
minimizing the normalized departure of its relative temperature
dependence from the average k-profile of the groups:

�
j

�kij − C�i��j�2

�max�0.1��,max,kij��2 = ��i �33�

where

C�i =
� jkij��j

� j��j
2 �34�

In Eq. �33�, the departure of the absorption coefficients from the
average k-shape of the group is normalized in such a way that
very low values of the absorption coefficient are given less impor-
tance. The numerator of Eq. �33� is the absolute departure of the
absorption coefficient from the average k-shape, whereas the de-
nominator normalizes that departure with respect to the average
k-shape of the group. C�i is a constant optimized for each wave-
number, since the departure from the average k-shape is to be
minimized, not departure from k itself. After calculating the total
departure ���� from the average k-shape, the spectral locations are
assigned to that group for which the value of �� is minimum.

Step 4. After regrouping, the average k-profile of each group is
updated based on Planck function weighted absorption coeffi-
cients:

kij =
��w�j��jC�i

��w�j
where w�j = ���Tref�Ib��Tref� �35�

and the process is repeated until less than 1% of the total number
of wavenumbers change groups.

Once all spectral locations are grouped, the full-spectrum k−g
distributions are calculated for each group and each gas species
for the parameters presented in Table 1. When calculating FSKs
for each group of a gas species, a set of nominal k-values between
the group maximum and minimum k-values must be chosen at the
local gas state. Here, a power law distribution of k-values is con-
sidered �26� and a total number of k-bins of Nk=2000. Details on
the calculations of �MG� FSKs, and the weight function a from
the absorption coefficients can be obtained from Zhang and Mod-
est �7,10�. After calculating the initial k-distributions with 2000
k-bins, data compaction is performed using Gaussian quadrature
schemes with a fixed-g concept as outlined by Wang and Modest
�26�. The final database contains 128 k-distribution data points for
each group. To eliminate the detrimental effect of noise in the
stretch function a on quadrature efficiency, natural B-splines are
used to smoothen the k–g-distributions by a small amount, result-
ing in better-behaved a-functions. Figure 3 shows the original and
smoothened k–g-distributions and stretching functions a for
Group 2 of a H2O–N2 mixture with 10% H2O at 1500 K local gas
temperature and 1000 K as the reference temperature. It is ob-
served that a very small change �nearly indiscernible smoothen-
ing� in the k-distributions can result in a much smoother
a-function.

The MG full-spectrum database is used to obtain the
k–g-distributions for each group of each gas species. To obtain the
k-distribution for an arbitrary state, interpolation is needed be-
tween precalculated states stored in the database. For a single gas
species, the k-distribution is specified by total pressure �P�, local
gas temperature �T�, mole fraction �x�, and a Planck function tem-

perature �T0�. Hence, for full-spectrum cases, four-dimensional

AUGUST 2008, Vol. 130 / 082701-5
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nterpolations in �P ,T ,T0 ,x� are required. In order to achieve ac-
eptable accuracy with small computational cost, a hybrid scheme
s employed for database interpolation: 1D spline interpolation is
sed for P and trilinear interpolation for T−T0−x as proposed by
ang and Modest �26�. The MG database containing four groups

or each gas species has a total size of 500 Mbytes. For a given
tate, MG k−g-distributions can be obtained from the database in
0 ms on a Pentium Zeon 2.4 GHz computer.

The newly constructed MG database is scalable, i.e., for faster
omputation, the groups can be combined to obtain coarser
roups. The k-g-distributions of the combined group can be cal-
ulated �10� from Eq. �27� as

1 − gn�k� = �
m

�1 − gm�k�� �36�

here gn and gm are the cumulative k-distributions for the same
-values of the combined groups and original groups, respectively.
etails of group combination can also be obtained from Zhang

nd Modest �10�. When groups are combined to obtain a two-
roup k−g-distribution from four groups, the first two groups are
ombined into one group and the last two into second group, since
he average characteristics of Groups 1 and 2 are similar �both of
hem contain lines with decreasing �� with increase in tempera-
ure at higher temperature�. Groups 3 and 4 also have similarity in
he sense that they contain lines with increasing �� at higher tem-
erature.

ample Calculations
To illustrate the performance of the newly created MG database

n conjunction with the new hybrid MSMGFSCK method in han-
ling inhomogeneous gas mixtures, a few sample calculations
ith extreme temperature and mole-fraction �partial pressure� in-
omogeneities are performed. In all cases, a one-dimensional me-
ium containing CO2–H2O–N2 gas mixtures confined between
old black walls is considered. The mixture consists of two dif-
erent homogeneous layers �denoted as left and right layers/
olumns� adjacent to each other. Two cases of total pressure, i.e.,
bar and 10 bar, are considered. The left layer is at 1500 K and

as a fixed width of 50 cm. The right layer is cold and at 300 K.
he width of the cold layer is varied in the calculations. The

adiative heat transfer leaving from the right layer is calculated
sing the LBL method, the single-scale FSCK method, and the

a
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ig. 3 Original and smoothed weight function a and cumula-
ive k-distributions of Group 2 for 10% H2O in H2O–air mixture
ybrid MSMGFSCK method. For consistency, all three methods
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employ absorption coefficients obtained from CDSD-1000 and
HITEMP for CO2 and H2O, respectively. In the MSMGFSCK
calculations, the required k−g-distributions are obtained by inter-
polating the database, while in the single-scale FSCK calculations,
the required k−g-distributions are directly calculated from the ab-
sorption coefficients without mixing k-distribution of species, i.e.,
the absorption coefficients are calculated for the mixture before
the k-distributions are formed. For all k-distribution calculations,
ten quadrature points �g-values� were employed. It was found that
using more than ten quadrature points resulted in negligible im-
provement. Therefore, a total number of 10 �g-values��2
�species��2 or 4 �groups�=40 or 80 RTE evaluations was re-
quired for each case.

The LBL calculations serve as benchmark and the FSCK cal-
culations serve to demonstrate the improvement made by the hy-
brid MSMGFSCK method.

Figure 4 compares the nondimensional radiative heat fluxes for
the case of 1 bar total pressure and a step change in temperature
only as calculated by several methods. The mole fractions of the
component gases are kept uniform throughout the two-layer slab.
The percentage errors of the MSMGFSCK and the single-scale
FSCK calculations compared to LBL results are also shown in the
figure. In order to compare accuracy of the new database with
respect to the previous one, results are obtained from both the
previous MG database created by Zhang and Modest �10,16� and
the newly created MG database in this paper. For a temperature
inhomogeneity of this magnitude �a drop from 1500 K to 300 K�,
the FSCK method gives more than 20% error as the cold layer
length becomes larger than 80 cm, indicating the failure of the
correlated absorption coefficient assumption. The errors of the
MSMGFSCK method while using the new MG database, on the
other hand, stay below 1.6% for any cold layer thickness. The
number of the groups indicated in the figure is the number of
groups into which each gas scale is separated. As can be seen
from Fig. 4, the accuracy of the hybrid MSMGFSCK method is
excellent, with the accuracy of the two-group case actually being
better than for the four-group case, which apparently is due to the
presence of compensating errors between grouping of absorption
coefficients and mixing between two different absorbing gases. It
has been shown by Modest and Riazzi �25� that for an isothermal
layer of a gas mixture, the error incurred during heat transfer
calculations is about 2% when the k−g-distributions are mixed at
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the full-spectrum level. Hence, a MG database of combustion
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ases with four or even two groups is sufficient to optimize be-
ween accuracy and numerical efficiency. Comparison with the
ata of Wang and Modest �22�, in which the database created by
hang and Modest �10,16� was used, verifies that the new MG
atabase is superior, especially for the two-group case.

Figure 5 shows the results for a case including mole-fraction
tep changes in both CO2 and H2O in addition to a temperature
tep change as in Fig. 4. The left hot layer contains 20% CO2 and
0% H2O, and this composition is switched in the right cold layer.
he total pressure of the gas mixture is 1 bar. The error of the
SCK method reaches more than 40% for this extremely inhomo-
eneous problem. On the other hand, the four- and two-group
ybrid models provide excellent results with the maximum error
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emaining below 2%. Results from the new database are consid-

ournal of Heat Transfer
erably more accurate than those of Wang and Modest �22� for the
four-group case, and even more significantly for the two-group
case.

Radiative calculations were also performed for a case of higher
total gas pressure. Figure 6 shows the results for a case similar to
the one in Fig. 5 except that the total gas pressure is raised to
10 bar. Again, it is observed that the MSMGFSCK formulation in
conjunction with the new MG database predicts heat transfer cal-
culations very accurately. The errors for the four- and two-group
models remain limited to within 2%, whereas the FSCK methods
produce more than 50% error. Hence, the results suggest that this
new hybrid MSMGFSCK model together with the MG databases
can efficiently perform over a wide range of gas states.

Conclusion
In this paper, a new FSK method was developed for radiative

transfer in strongly inhomogeneous gas media. The method com-
bines the advantages of the MSFSK method in handling the mix-
ing problem and partial pressure inhomogeneities and those of the
MSFSK method in handling temperature inhomogeneities. In this
method, the absorption coefficient of the mixture is broken up into
contributions from the gas components, and the absorption coef-
ficient of each component gas is subsequently separated into ex-
clusive correlated groups. The overlap between a group and all
other gases is approximately treated. As the number of groups in
each gas scale increases, the effect in the approximate treatment of
the overlap becomes diminished. A new MSFSK database of im-
proved accuracy has also been constructed for the most important
combustion gases, carbon dioxide and water vapor. To optimize
between computational efficiency and accuracy in radiative heat
transfer calculations, this MG database contains four groups for
each gas species. The accuracy of the new method was established
by performing sample calculations for radiative transfer in
strongly inhomogeneous media using the newly constructed data-
base. It was found that the new method successfully handles ex-
treme inhomogeneous problems with only two or four groups for
each gas component.

Acknowledgment
This research has been supported by National Science Founda-

tion under Grant No. CTS-0121573.

Nomenclature
a � nongray stretching factor for FSK method
f � k-distribution function, cm
g � cumulative k-distribution
H � Heaviside step function
I � radiative intensity, W /m2 sr
k � absorption coefficient variable, cm−1

k* � overlap parameter defined in Eq. �15�
L � geometric length, cm

M � number of groups for a gas component
N � number of species/scales
P � pressure, bar
q � radiative heat flux, W /m2

s � distance along path, cm
T � temperature, K

x ,x� � mole fraction �vector�

Greek Symbols
� � wavenumber, cm−1

�� � composition variable vector
� � Dirac delta function
� � overlap coefficient defined in Eq. �11�, cm−1

� � absorption coefficient, cm−1

� � Stefan–Boltzmann constant,
−8 2 4
=5.67�10 W /m K
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ubscripts
0 � reference condition
b � blackbody emission
L � left layer
l � lth gas/scale

m � mth group
n � nth gas/scale
q � qth group
R � right layer
w � wall
� � spectral variable in wavenumber space
g � spectral variable in g-space
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ool nucleate boiling heat transfer experiments were performed
or water using heat transfer surfaces having unified cavities. Cy-
indrical holes of 10 �m in diameter and 40 �m in depth were
ormed on a mirror-finished silicon wafer of 0.525 mm in thick-
ess using Microelectromechanical systems technology. The test
eat transfer surface was heated by a semiconductor laser beam.
xperiments were conducted in the range of up to 4.54
104 W /m2. The temperature of the back side of the heat transfer

urface was measured by a radiation thermometer. When the
pacing between cavities was S /Lc�0.8, the horizontal and de-
lining coalescence of bubbles on the neighboring cavities were
ominant. Strong thermal and bubble coalescence interactions be-
ween nucleation sites were observed in this situation. This vigor-
us bubble coalescence created strong convection. The heat car-
ied by this convection accounted for a large part of the heat
ransfer. As the cavity interval became wide, S /Lc�1.2, the hori-
ontal and the declining coalescence of the bubbles ceased. The
oalescence was limited to the vertical or no coalescence. The
hermal and bubble coalescence interactions between the nucle-
tion sites became quite low, to the extent of being negligible. The
ubbles themselves were key in carrying heat away from the heat
ransfer surface. �DOI: 10.1115/1.2927399�

eywords: nucleate boiling, bubble behavior, MEMS, artificial
avity

ntroduction
Since boiling heat transfer has a high heat transfer coefficient, it

as been used as a cooling technique for high-temperature bodies.
he boiling phenomena have been investigated for more than
0–70 years. Even so, boiling phenomena have not yet been fully
larified.

Recently, it has become possible to produce artificial cavities
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using microelectromechanical systems �MEMS� technology. It is
easy to create the cavities of various shapes, sizes, and depths
using this technology.

Kenning and Yan �1� performed pool boiling experiments and
examined the behavior of bubbles that were generated on the heat
transfer surface. They reported that the heat transfer surface tem-
perature fluctuation was caused by the effect of bubble growth and
departure. Judd and Chopra �2� conducted boiling experiments
using a glass plate as a heat transfer surface. They observed the
bubble behavior through the glass plate and examined the relation
between the cavity spacing and the interaction phenomena occur-
ring at adjacent nucleation sites. Dhir �3� and Shoji et al. �4–7�
performed pool boiling experiments using silicon wafer as the
heat transfer surface. Dhir reported that the analytically predicted
bubble shape agreed well with the measured bubble shape. Shoji
et al. reported that the interaction between the nucleation sites was
composed of bubble coalescence, thermal interaction, and hydrau-
lic interaction.

The present study followed researches of Shoji et al. Pool
nucleate boiling experiments using water were performed with the
silicon wafer heat transfer surfaces. The relationship between the
bubble coalescence and the cavity spacing, the temperature inter-
action between the nucleation sites, and the role of bubble move-
ment were examined.

Experiments

Experimental Apparatus and Procedures. The arithmetical
mean roughness of the silicon wafer was 2.2 nm. Single cavities
and three cavities were created on the silicon wafer using MEMS
technology. The thickness of the silicon plate was 0.525 mm. The
cavities in the present study were cylindrical holes of 10�1 �m
in diameter and 40�2 �m in depth �4–7�. The cavities in the
three-cavity case were arranged in a straight line with a spacing of
1–4 mm, depending on the test conditions.

The experimental apparatus used in the present study is shown
schematically in Fig. 1. The silicon plate of the heat transfer sur-
face was adhered to a frame of polyimide resin, which was fixed
at the bottom of a closed test vessel of 200 mm in width, 200 mm
in depth, and 230 mm in height. The test vessel was made of brass
and had a pair of view windows of Pyrex glass on opposing walls.
It was sufficiently thermally insulated. The test container was
partly filled with distilled water poured from a funnel. The dis-
tilled water was degassed by boiling before each experiment. A
transparent polycarbonate square pipe was placed above the heat
transfer surface to minimize the effect of bulk convection and
water surface fluctuation. The state in the vessel was maintained at
the saturated condition of 0.1 MPa using an electric heater and a
water-cooled condenser. The heat transfer surface was heated by
irradiating the back side of the heat transfer surface using a semi-
conductor laser beam. The diameter of the irradiated area ranged
from 8 mm to 12 mm, depending on the cavity spacing. The back
side of the silicon plate was colored with a black spray paint. The
emissivity of the colored area was estimated to be 0.98. The back-
side surface temperature was measured using a line-scan radiation
thermometer with a temperature resolution of 0.08 K and a time
resolution of 3 ms/line.

The intensity of the laser beam was increased stepwise in the
experiments. The laser beam intensity, the temperature of the
back-side surface of the heat transfer surface, and the temperature
and pressure in the test container were recorded after the condition
was fully stabilized at each step. The video recorder captured the
bubble behavior synchronously with the back-side surface tem-
perature measurement.

Derivation of Heat Flux. Laser beam power was measured
before and after each step during the experiments by a commercial
laser power meter within an uncertainty of �3%. The average

value of beam power before and after each step was defined as the

AUGUST 2008, Vol. 130 / 084501-108 by ASME
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aser beam heating rate Qlaser.
The heat conduction rate through the silicon plate of thickness
in the radial direction at the periphery rlaser of the irradiated area

y the laser beam, which results in heat loss from the heated area
loss, is expressed as �5�

Qloss = k
Tin − Tout

�x
2�rlaser� �1�

here T̄in and T̄out are, respectively, the average temperatures for
s inside and outside the irradiated area periphery on the scan-

ing line, �x is the distance between these locations, and � is the
hickness of a heat transfer surface.

The net heating rate of the heat transfer surface was estimated
s Qlaser−Qloss, and the net heat flux of the heat transfer surface
as derived by dividing this value by the irradiated area.

xperimental Results and Discussion

Thermal Interaction Between Nucleation Sites. The intensity
f thermal interaction between the nucleation site and other posi-
ions, correlation coefficient of temperature fluctuation Rcj, is
valuated from the measured surface temperature fluctuations by
alculating the correlation coefficient �5� as

Rcj =
Ccj

rcrj
�2�

here r is the standard deviation of the temperature fluctuation at
certain point. The subscripts c and j express the nucleation site

nd a certain position, respectively. The correlation function of
emperature fluctuation Ccj is calculated as follows:

Ccj =
�i=1

n �Tc
i − T̄c��Tj� − T̄j�

n
�3�

here T is the surface temperature and T̄ is the time-averaged
emperature. The letter n is the sampling number of temperature
ata by the radiation thermometer.

The standard deviation r is derived as

r =��i=1
n �Ti − T̄�2

n
�4�

inally, the thermal interaction intensity between nucleation sites
as defined as follows �6�:

	 =
�i=x1

x2 Rci + � j=x2
x3 Rcj

�X3 − X1�
�5�

here the denominator �x3−x1� is the distance between the nucle-

Fig. 1 Experimental apparatus
tion sites, X1 is the position of a certain nucleation site, X3 is the

84501-2 / Vol. 130, AUGUST 2008
position of a subjected nucleation site, and X2 is the center posi-
tion between these nucleation sites. Thermal interaction intensities
calculated using Eq. �5� are shown in Fig. 2 for the three-cavity
case. The spacing between cavities S is normalized with the
Laplace length Lc in the figure as follows:

S/Lc = S/�
/g��l − ��� �6�
The thermal interaction intensities decrease as the position

moves away from the nucleation site. In the figure, the results of
Chatpun et al. �6� are included for comparison. The thermal inter-
action intensity appears to saturate at around S /Lc�1.6. The heat
fluxes in the present study are in the range of 2.47–3.16 W /m2.
The heat flux is assumed to have some effect on the thermal
interaction intensity. Further investigation is required on this.

Bubble Coalescence. Zhang and Shoji �5� classified the bubble
coalescences into four categories. Normal lift is the case in which
there is no coalescence. Vertical coalescence is the case in which
a bubble on a nucleation site contacts a preceding bubble during
the growth process of the bubble and then appears to be pulled
away from the cavity and absorbed by the preceding bubble for an
extremely short time period. Horizontal coalescence is the case in
which two adjacent growing bubbles contact each other and then
coalesce into one larger bubble. Declining coalescence is the case
in which a growing bubble on a nucleation site coalesces with a
bubble departing an adjacent nucleation site.

In Fig. 3, the bubble coalescence patterns are illustrated for the
single cavity case and the three-cavity case. In Fig. 3, H, T, and C
denote the hydraulic interaction, thermal interaction, and bubble
coalescence interaction, which are the nucleation site interactions
between nucleation sites �as defined by Zhang and Shoji�. As the
cavity spacing becomes S /Lc�1.2, the horizontal coalescence de-
creases to zero, the declining coalescence also decreases, and the
vertical coalescence and the normal lift increase.

Heat Transfer Role. The heat removal rate Qbubble by a bubble
itself is calculated as follows:

Qbubble = Vbubble�gh1gf �7�

where Vbubble is the mean departure bubble volume, hlg is the
latent heat of distilled water, and f is the mean bubble departure

Fig. 2 Thermal intensity „three cavities…
frequency from the heat transfer surface. In the present study, in
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rder to calculate Vbubble, it is assumed that the departing bubbles
re spheres having mean departure bubble diameters.

The convection heat transfer coefficient of water is calculated
n terms of Qlaser, Qloss, Qbubble, and the time-averaged heat trans-

er surface temperature T̄w as follows:

h =
Qlaser − Qbubble − Qloss

�Tw − Tl�A
�8�

here Tl is the water temperature and A is the area irradiated by
he laser beam. The heat transfer coefficients obtained in this man-
er are normalized by the natural convection heat transfer coeffi-
ient h0 of water for a horizontal mirror-finished plate: 2.27
103 W /m2 K. It was confirmed that boiling did not occur up to
4.54�104 W /m2 in the case of no cavity, i.e., the mirror-

nished surface. The results are shown in Fig. 4. When the cavity
pacing S /Lc is less than 0.8, h /h0 is approximately 1.75. Thus,
onvection is the primary component of the heat transfer, and the
onvection heat transfer is enhanced by the bubble agitation.

In Fig. 5, the ratios of Qbubble /Q and Qconve /Q are plotted with
espect to the cavity spacing S /Lc. Here, Q is the net heating rate
f the area irradiated by the laser beam, and Qconve is the convec-
ion heat transfer rate from the area irradiated by the laser beam. It
s clear that when the cavity spacing is narrow, i.e., S /Lc�0.8, the

Fig. 3 Bubble coalescence
Fig. 4 Bubble agitation effect

ournal of Heat Transfer
convective heat transfer plays an important role in the heat trans-
fer, and when the spacing is wide, i.e., S /Lc�1.2, the boiling
becomes key in the heat transfer.

Conclusions
Pool nucleate boiling heat transfer experiments were performed

using water with heat transfer surfaces having unified cavities.
Experiments were conducted in the range up to 4.54
�104 W /m2. The following conclusions were obtained.

When the spacing between cavities was close, i.e., S /Lc�0.8,
the horizontal and the declining coalescence of bubbles on the
neighboring cavities were dominant. Strong thermal and bubble
coalescence interactions between nucleation sites were observed
in this situation. This vigorous bubble coalescence created strong
convection. The heat carried by this convection played an impor-
tant role in heat transfer, when the cavities were close to each
other.

As the cavity interval became wide, i.e., S /Lc�1.2, the hori-
zontal and declining coalescence of the bubbles ceased. The coa-
lescence was limited to the vertical or no coalescence. The ther-
mal and bubble coalescence interactions between the nucleation
sites became quite low, to the extent of being negligible. In this
situation, the bubble could grow large enough on the cavity and
was able to absorb latent heat sufficiently. Bubbles themselves
were the primary means of carrying heat away from the heat
transfer surface.
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Nomenclature
g  gravitational acceleration, m /s2

k  thermal conductivity, W/m K
Q  heating rate, W
q  heat flux, W /m2

Greek Symbols
�  density, kg /m3


  surface tension, N/m

Subscripts
bubble  bubble

g  gas
l  liquid

laser  laser beam

Fig. 5 Relation between phase change and convective heat
transfer
loss  heat loss
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he concept of heat exchanger efficiency is extended to the heat
xchanger networks. General expressions that can be used for
etermining the overall efficiency and effectiveness of heat ex-
hangers connected in series regardless of the heat exchanger
ype have been presented. A simple, accurate, approximate alge-
raic expression is provided for determining the efficiency of the
eat exchanger. The approach presented is far more general com-
ared to the traditional approaches, providing the designer the
exibility to select the efficiency of the individual heat exchangers,
he overall system efficiency, the number of heat exchangers, as
ell as the type of heat exchanger to select, by utilizing a single
quation. An expression is derived for determining the minimum
umber of shells, as a convenient alternative for the traditional
ethods currently in use. �DOI: 10.1115/1.2927404�

eywords: heat exchangers, efficiency, heat exchanger efficiency,
eat exchanger series, arithmetic mean temperature difference
AMTD), log-mean temperature difference (LMTD), effectiveness-
TU

Introduction
The concept of efficiency was recently introduced for heat ex-

hangers �1,2�. The heat exchanger efficiency is defined as the
atio of the actual rate of heat transfer in the heat exchanger and
he optimal rate of heat transfer, given by

� =
q

qopt
=

q

UA�T̄ − t̄�
�1�

here T̄ and t̄ are the arithmetic mean temperatures of the hot and
old fluids. The optimum heat transfer rate takes place in a bal-
nced counterflow heat exchanger �1�. The efficiency of counter-
ow, parallel flow, single stream, and shell and tube heat exchang-
rs is given by

� =
tanh�Fa�

Fa
�2�

here the fin analogy number

Fa =
NTU

2N
�1 + mCr

n�1/n �3�

s the nondimensional group that characterizes the performance of
eat exchangers. In this equation, NTU is based on the total area
f the heat exchangers and N is the number of heat exchangers
onnected in series. Equation �2� is identical to the efficiency of a
onstant area fin with insulated tip. It is also approximately valid
or cross flow heat exchangers �3�. The values of m and n for
ifferent heat exchangers are shown in Table 1.
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The simple closed form of Eq. �2� and its dependence on one
parameter greatly simplify heat exchanger analysis. The concept
of heat exchanger efficiency, as defined by Eq. �1�, is based on the
second law of thermodynamics �4�. Corresponding to each actual
heat exchanger, there is an ideal heat exchanger that has the same
UA, the same arithmetic mean temperature difference, and the
same cold to hot fluid inlet temperature ratio. The ideal heat ex-
changer transfers the maximum amount of heat, equal to the prod-
uct of UA, and the arithmetic mean temperature difference, and
generates the minimum amount of entropy, making it the most
efficient and least irreversible heat exchanger.

The concept of heat exchanger efficiency parallels that of isen-
tropic efficiency defined for pumps, turbines, nozzles, etc., and
results from the successful application of the second law of ther-
modynamics to nonadiabatic processes. Its application to heat ex-
changers has resulted in a simple general analytical expression for
determining the heat exchanger efficiency as opposed to different
charts or complicated equations for effectiveness or log-mean
temperature difference �LMTD� correction factor, F. In the tradi-
tional approaches, the performance of heat exchangers is charac-
terized by two parameters �NTU and Cr or P and R�; the effi-
ciency, on the other hand, depends on a universal nondimensional
parameter, Fa. Additionally, the relevant driving temperature po-
tential in heat exchangers appears to be arithmetic mean tempera-
ture difference, and not LMTD.

Below, the concept of heat exchanger efficiency is extended to
heat exchanger networks composed of shell and tube and cross
flow heat exchangers that are connected in series.

2 Analysis
The LMTD correction factor, the heat exchanger effectiveness,

and heat exchanger efficiency are all derived from the same basic
set of equations and therefore can be related to each other. For
heat exchangers,

q = UA��T̄ − t̄� = UAFLMTD = �Cmin�T1 − t1� = Ch�T1 − T2�

= Cc�t2 − t1� = Cmin�Tmin �4�

To find a relation between F and �,

UA

Cmin
FLMTD = ��T1 − t1� �5�

which can be rearranged into

NTUF

�T1 − T2�
�t2 − t1�

�t2 − t1�
�T1 − t1�

−
�t2 − t1�
�T1 − t1�

ln
�T1 − t2�
�T2 − t1�

= � �6�

Since

P =
t2 − t1

T1 − t1
=

t2 − t1

T1 − t1

Cc

Cmin

Cmin

Cc
=

q

qmax

Cmin

Cc
= �

Cmin

Cc
�7�

R =
T1 − T2

t2 − t1
=

T1 − T2

t2 − t1

Ch

Cc

Cc

Ch
=

Cc

Ch
�8�

then Eq. �6� can be rearranged into

F =
1

NTU

ln
1 − �Cr

1 − �

1 − Cr
�9�

regardless of which fluid has the lower heat capacity. Heat ex-
changer efficiency is related to heat exchanger effectiveness

through �2�
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quation �10� is a general expression that can be used to deter-
ine the efficiency of any heat exchanger, when its effectiveness

s known. Eliminating effectiveness between Eqs. �9� and �10�
esults in the following expression relating F to heat exchanger
fficiency:

� =

tanh�FNTU�1 − Cr�
2

�
NTU

2
�1 − Cr�

�11�

or example, for a counterflow heat exchanger, the LMTD correc-
ion factor F=1, and therefore Eq. �11� reduces to Eq. �2� for the
fficiency of a counterflow heat exchanger.

2.1 Multishell and Tube. For a multishell and tube, Fakheri
5� provided the following general expression for determining, the

correction factor for a shell and tube heat exchanger having N
hells as follows:

FN,2NM =

�R2 + 1

R − 1
ln�1 − PR

1 − P
�1/N

ln

1 + �1 − PR

1 − P
�1/N

−
�R2 + 1

R − 1
+

�R2 + 1

R − 1
�1 − PR

1 − P
�1/N

1 + �1 − PR

1 − P
�1/N

+
�R2 + 1

R − 1
−

�R2 + 1

R − 1
�1 − PR

1 − P
�1/N

�12�

here P and R are given by Eqs. �7� and �8�. When the hot fluid
as the smaller capacity,

P = �Cr �13�

R =
1

Cr
�14�

Table 1 Fin analogy number for different heat exchangers

m n
Max error

�%�

ounterflow −1 1 0
arallel 1 1 0
ingle stream �Cr=0� 0 1 0
ingle shell and tube 1 2 0
ross flow

Cmin mixed 1.2 4.4 �7.5
Cmax unmixed
Cmin unmixed 1.35 4.02 �3

Cmax mixed
Both mixed 1.2 2 �1.6

Both unmixed −0.1 0.37 �8.4
ubstituting into Eq. �12� and setting it equal to Eq. �9�,
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�1 + Cr
2

1 − Cr
ln� 1 − �

1 − �Cr
�1/N

ln

1 + � 1 − �

1 − �Cr
�1/N

−
�1 + Cr

2

1 − Cr
+

�1 + Cr
2

1 − Cr
� 1 − �

1 − �Cr
�1/N

1 + � 1 − �

1 − �Cr
�1/N

+
�1 + Cr

2

1 − Cr
−

�1 + Cr
2

1 − Cr
� 1 − �

1 − �Cr
�1/N

=
1

NTU

ln
1 − �Cr

1 − �

1 − Cr
�15�

which can be solved for the effectiveness and simplifies to

� =

1 − � 1 +
1 − Cr

�1 + Cr
2

tanh�NTU

2N
�1 + Cr

2�
1 −

1 − Cr

�1 + Cr
2

tanh�NTU

2N
�1 + Cr

2�	
N

Cr − � 1 +
1 − Cr

�1 + Cr
2

tanh�NTU

2N
�1 + Cr

2�
1 −

1 − Cr

�1 + Cr
2

tanh�NTU

2N
�1 + Cr

2�	
N

�16�

The same equation is obtained, if the cold fluid has smaller capac-
ity. The effectiveness of the individual shells of the heat ex-
changer is given by �6�

�1 =
2

1 + Cr +
�1 + Cr

2

tanh�NTU

2N
�1 + Cr

2�
�17�

which can be substituted in Eq. �16� to yield

� =

1 − 
1 − �1Cr

1 − �1
�N

Cr − 
1 − �1Cr

1 − �1
�N

�18�

This equation appears to be an original expression for the effec-
tiveness of N identical shell and tube heat exchangers in series.
Substituting Eq. �18� in Eq. �10�, and simplifying, result in

� =
2

NTU�1 − Cr�

1 − � 1 −
NTU�1 − Cr�

2N
�1

1 +
NTU�1 − Cr�

2N
�1
	

N

1 + � 1 −
NTU�1 − Cr�

2N
�1

1 +
NTU�1 − Cr�

2N
�1
	

N
�19�

for the efficiency of multishell and tube heat exchangers, where
the efficiency of each shell is given by

�1 =

tanh
NTU�Cr

2 + 1

2N

NTU�Cr
2 + 1

�20�
2N
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2.2 Multipass Cross Flow Heat Exchangers. For cross flow
eat exchangers connected in series where the overall behavior is
ounterflow and the individual heat exchangers have the same
ffectiveness ��1� and the fluids are mixed before entering the
ext heat exchanger, Kays and London �7� gave the following
xpression for the overall effectiveness of the system:

� =

1 − 
1 − Cr�1

1 − �1
�N

Cr − 
1 − Cr�1

1 − �1
�N

�21�

Note that this equation is identical to Eq. �18�, which was de-
ived for shell and tube heat exchangers connected in series.
herefore, Eq. �19� also applies to cross flow heat exchangers
onnected in series. Rearranging Eq. �19�,

�

�1
=

1

NTU�1 − Cr�
2

�1

1 − � 1 −
NTU�1 − Cr�

2N
�1

1 +
NTU�1 − Cr�

2N
�1
	

N

1 + � 1 −
NTU�1 − Cr�

2N
�1

1 +
NTU�1 − Cr�

2N
�1
	

N
�22�

Figure 1 is a plot of Eq. �22�. As can be seen, for four or more
eat exchangers connected in series, all the results fall on the
ame curve.

Since

lim
N→�

1 − 
1 − Z/N
1 + Z/N�N

1 + 
1 − Z/N
1 + Z/N�N

= tanh�Z� �23�

Fig. 1 Efficiency of h
he efficiency of the overall system is approximately equal to

ournal of Heat Transfer
� =

tanh�NTU�1 − Cr�
2

�1�
NTU�1 − Cr�

2

�24�

Dividing both sides of Eq. �24� by �1 results in

�

�1
=

tanh�NTU�1 − Cr�
2

�1�
NTU�1 − Cr�

2
�1

�25�

Equation �25� provides the overall efficiency of a system made of
a large number of heat exchangers connected in series. It is the
limit of Eq. �22� as the number of heat exchangers approaches
infinity. The curve labeled � in Fig. 1 is a plot of Eq. �25� and as
can be seen, it accurately approximates Eq. �22� for N�3.

From Fig. 1, the overall efficiency of the network is less than
the efficiency of its components. As the number of heat exchang-
ers is increased, the NTU of the individual heat exchangers and
thus their fin analogy number, Fa, decrease, bringing their effi-
ciency close to 1, making the right hand side of Eq. �25� equal to
that for a counterflow heat exchanger, or in the limit, the network
behaves like that of a counterflow heat exchanger.

Equation �25� can also be used to arrive at an expression for the
minimum number of heat exchangers needed in the network.
From Eq. �4�,

q

Cmin�T̄ − t̄�
= NTU� =

�Tmin

T̄ − t̄
�26�

Substituting for � from Eq. �26� into Eq. �24� and solving for
NTU,

NTU =
1

�1

2

�1 − Cr�
tanh−1��Tmin

T̄ − t̄

�1 − Cr�
2 � �27�

Substituting for �1 from Eq. �2� into Eq. �27� and rearranging

t exchanger network
the resulting equation lead to
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Fa

N
= tanh−1
 Fa

�NTU�N
2

�1 − Cr�
tanh−1��Tmin

T̄ − t̄

�1 − Cr�
2 ��

�28�
In order for a solution to exist, the argument of the inverse

yperbolic function in Eq. �28� must be less than 1, resulting in

N �
Fa

�NTU�
2

�1 − Cr�
tanh−1��Tmin

T̄ − t̄

�1 − Cr�
2 � �29�

From this expression, the minimum number of heat exchangers
eeded to have a feasible design is the next integer higher than the
alue on the right hand side of Eq. �29�.

The approach can be demonstrated by an example given in Ref.
8�. A hot stream is to be cooled from 410 to 110°C by another
tream entering at 0°C and leaving at 360°C in a shell and tube
eat exchanger. This problem is traditionally solved by trial and
rror, or by the graphical approach of “stepping off” �8�, which
esults in a feasible solution of requiring three shells. From Table
, for a shell and tube heat exchanger,

Fa =
NTU

2
�1 + Cr

2

sing Eq. �28�,

N �
�1 + Cr

2

�1 − Cr�
tanh−1��Tmin

T̄ − t̄

�1 − Cr�
2 �

N �

�1 + �410 − 110

360 − 0
2

�1 −
410 − 110

360 − 0


�tanh−1� 360 − 0

410 + 110

2
−

360 + 0

2

�1 −
410 − 110

360 − 0


2 � = 2.80

hich also results in the feasible solution of three shells.
Therefore, for any type of heat exchanger connected in series,

he overall effectiveness is given by Eq. �18�, the overall effi-
iency by Eq. �19� exactly, and Eq. �23� approximately. Equation
25� is an approximate expression for the needed NTU to meet the
esign criteria. This approach is far more general compared to the
raditional approaches, in that the designer has freedom to select
he efficiency of the individual heat exchangers, the overall sys-
em efficiency, the number of heat exchangers, as well as the type
f heat exchanger to select, by utilizing a single equation.

Conclusions
The heat exchanger efficiency is defined as the ratio of the

ctual heat transfer in a heat exchanger to the optimum heat trans-
er rate. The concept of heat exchanger efficiency is extended to
he heat exchanger networks. General expressions that can be used
or determining the overall efficiency and effectiveness of heat

xchangers connected in series regardless of the heat exchanger

84502-4 / Vol. 130, AUGUST 2008
type have been presented. Exact and approximate algebraic ex-
pressions are arrived at to determine the efficiency of the heat
exchanger networks. An expression is also arrived at for determin-
ing the minimum number of heat exchangers in the network.

Nomenclature
A � total surface area, m2

C � fluid heat capacity, C= ṁcp
cp � specific heat
Cr � capacity rate ratio Cr=Cmin /Cmax
F � LMTD correction factor

Fa � fin analogy number
LMTD=
���T�1− ��T�2� /

ln���T�1 / ��T�2� � log-mean temperature difference
N � number of heat exchangers in series

NTU � overall number of transfer units NTU
=UA /Cmin

q � rate of heat transfer
qopt � optimum heat transfer rate
T1 � hot fluid inlet temperature
T2 � hot fluid exit temperature
t1 � cold fluid inlet temperature
t2 � cold fluid exit temperature

T̄ � arithmetic mean temperature of the hot

fluid T̄= �T1+T2� /2
t̄ � arithmetic mean temperature of the cold

fluid t̄= �t1+ t2� /2
U � overall heat transfer coefficient,

W /m2 K
� � heat exchanger effectiveness �=q /qmax
� � heat exchanger efficiency �=q /qopt

�Tmin � temperature change of fluid with mini-
mum capacity
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alculation Method for Thermal-
ydraulic System Simulation

i Chenggong

iao Zongxia

chool of Automation Science and Electrical Engineering,
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eijing, 100083, China

his paper presents the fundamental approaches of modeling
hermal-hydraulic component briefly. A set of lumped parameter
athematical models is developed, which are based on conserva-

ion of mass and energy. Subsequently, the connection rule for
asic thermal-hydraulic components and the method to automati-
ally generate the complete thermal-hydraulic system model are
ut forward. The integration methods for solving the cross-
oupling thermal-hydraulic equations are also discussed for a
osition-controlled thermal-hydraulic system. Simulation results
how the interaction between pressure and temperature. The sim-
lified representations of thermal-hydraulic differential equations
re also proposed in this paper, which can reduce simulation time.
he validity of the simplified representations is judged by
imulation. �DOI: 10.1115/1.2928006�

eywords: thermal-hydraulic, simulation, modelling, method

Introduction
In hydraulic systems, the oil temperature mainly depends on the

fficiency of some working components, such as pumps, motors,
nd valves. If the power losses of these components are large, the
il temperature will become undesirably high. Therefore, demands
or thermal performance of some hydraulic systems are increas-
ng. Modeling and simulation of thermal-hydraulic systems be-
ome very important.

Interest in the thermal consideration of hydraulic systems has
urfaced through years. In the early 1970s, the Boeing Airplane
ivision �1970� and McDonnell Aircraft Company �1977� devel-
ped complex computer programs to predict the temperature
hanges in hydraulic components and systems �1�. In 1996, Sid-
ers �2� has derived the basic formulas for modeling the thermal-
ydraulic components at the University of Bath. In 1998, Storck
3� studied thermostatic temperature regulation in hydraulic sys-
ems in his Ph.D. thesis. These researches made it possible to
redict the fluid temperatures of the thermal-hydraulic systems in
he designing process. However, first, these articles mainly fo-
used on the hydraulic component models and did not present the
ethod to form the complete thermal-hydraulic system model.
econd, no articles discussed the integration method to solve
ross-coupling in thermal-hydraulic systems. Bad calculation
ethod can lead to extremely long time for simulation.
This paper presents the fundamental functions for modeling

hermal-hydraulic component briefly. Subsequently, the connec-
ion rule and the method for the thermal-hydraulic system models
re introduced. By this method, the complete thermal-hydraulic
ystem model can be generated automatically.

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received February 8, 2007; final manuscript re-
eived February 25, 2008; published online May 30, 2008. Review conducted by

ouis C. Burmeister.

ournal of Heat Transfer Copyright © 20
2 Basic Thermal-Hydraulic Modelling
Basic thermal-hydraulic components can be separated into two

categories, resistive components and capacitive components. The
resistive component can be assumed to have no fluid volume in-
side the component. So the resistive component can be described
by a steady state model. The capacitive component can be as-
sumed to have a fluid volume inside. It has two state variables: the
temperature and the pressure.

2.1 Model for Basic Capacitive Component. The basic ca-
pacitive component is the volume in which the temperature and
the pressure are computed. The conservation equations for mass
and energy are the basic equations for thermal-hydraulic modeling
of the capacitive component.

2.1.1 Flow Continuity Equation. The physical principle used
to derive the continuity equation is conservation of mass. Mass
neither can be created nor destroyed; if the flow rate of mass into
a control volume exceeds the rate of flow out, mass will accumu-
late within the control volume �3�. The continuity equation for
one-dimensional flow gives

dm

dt
= � ṁin − � ṁout �1�

The mass of liquid in the volume is given by

m = � · V �2�

where � is the mean fluid density in the control volume. It is
possible to formulate the continuity equation from Eqs. �1� and �2�
in terms of the density derivative as follows:

d�

dt
=

dm

dt
− �

dV

dt

V
�3�

The density being a thermodynamic property of the liquid is a
function of pressure and temperature:

� = ��p,T� �4�

By differentiating withrespect to temperature and pressure, Eq. �4�
leads to

d� = � ��

�p
�

T

dp + � ��

�T
�

p

dT �5�

From this equation, it is possible to write the continuity equation
in terms of the pressure derivative as follows:

dp =
1

� ��

�p
�

T

�d� − � ��

�T
�

p

dT	 �6�

Using the definition of the liquid properties and more particularly
the isothermal bulk modulus �T and the cubical expansion coef-
ficient �p, the pressure derivative with respect to time is given by:

dp

dt
= �T�1

�

d�

dt
+ �p

dT

dt
	 �7�

Using Eqs. �3� and �7� leads to

dp

dt
= �T� 1

� · V
�dm

dt
− �

dV

dt
� + �p

dT

dt
	 �8�

where �T�p ,T�=� / ��� /�p�T is the isothermal fluid bulk modulus,
and �p�p ,T�=− 1

� ��� /�T�p is the cubic expansion coefficient �4�.
Combining Eq. �1� and Eq. �8� gives

dp

dt
= �T� 1

� · V
�� ṁin − � ṁout − �

dV

dt
� + �p

dT

dt
	 �9�
Equation �9� will be referred to as the flow continuity equation.
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2.1.2 Energy Equation. The basic relationship for the thermal
hange of the fluid over a hydraulic component is the first law of
hermodynamics applied to a flow process of the fluid volume �3�.
he fluid volume is shown in Fig. 1. For a complete and more
omprehensive mathematical survey, see Refs. �5,6�. The corre-
ponding ordinary differential equation for fluid energy in a vol-
me V is

Q̇ − Ẇ = � ṁouthout − � ṁinhin + Ė �10�

here Ẇ is the rate of work except for the work required to push
ass into and out of the control volume, which is taken care of by

sing enthalpies for the energy of fluid streams. The energy �E� in
he control volume is the sum of the internal energy �U�, the
inetic energy �KE�, and the potential energy �PE� :E=U+KE
PE. If the kinetic and potential energies are neglected, the time

ate of change of the energy can be expressed according to

dE

dt
=

d�mu�
dt

= m
du

dt
+ u

dm

dt
�11�

ince the fluids in this study do not change phase, the specific
nthalpy can be expressed as a function of temperature T and
ressure p, that is, h=h�T , p�. So the time derivative of h can be
xpressed as

dh

dt
= � �h

�T
�

p

dT

dt
+ � �h

�p
�

T

dp

dt
�12�

he first term in Eq. �12� is recognized as the specific heat at
onstant pressure cp,

� �h

�T
�

p

= cp �13�

he second term demands some rearranging using the so-called
ds equations �6�. It can be expressed as

� �h

�p
�

T

= � − T · � ��

�T
�

p

= � − � · �p · T �14�

here � is the specific volume. Equation �12� can be rewritten as
q. �15� by Eqs. �13� and �14� as follows:

dh

dt
= cp

dT

dt
+ �1 − �pT��

dp

dt
�15�

he specific enthalpy is defined as

h = u + p� �16�

fter introducing Eqs. �15� and �16� into Eq. �11�, Eq. �17� is
btained �7�.

dE

dt
= cpm

dT

dt
− mT�p�

dp

dt
+ h

dm

dt
− p

dV

dt
�17�

Fig. 1 Control volume
ombining Eqs. �1�, �10�, and �17� gives

84503-2 / Vol. 130, AUGUST 2008
dT

dt
=

1

cpm
�� ṁin�hin − h� + � ṁout�h − hout� + Q̇

− Ẇ + p
dV

dt
+ mT�p�

dp

dt
	 �18�

In most thermal-hydraulic components, Ẇ represents the rate of
boundary work and shaft work �8�. It can be written as

Ẇ = Ẇs + Ẇb �19�

where Ẇb is the rate of boundary work. It is calculated by

Ẇb = p
dV

dt
�20�

Introducing Eqs. �19� and �20� into Eq. �18� gives

dT

dt
=

1

cpm
�� ṁin�hin − h� + � ṁout�h − hout�

+ Q̇ − Ẇs + T�pV
dp

dt
	 �21�

If it is assumed that the average enthalpy within the control vol-
ume equates to the leaving enthalpy regardless of the inlet condi-
tions �2�, Eq. �21� can be expressed as

dT

dt
=

1

cpm
�� ṁin�hin − h� + Q̇ − Ws + T�pV

dp

dt
	 �22�

The change in specific enthalpy within the control volume is re-
lated to the change in pressure and temperature by

hin − h = c̄p�Tin − T� + �1 − �̄pT̄��̄�pin − p� �23�

Equation �23� has been derived by utilizing fundamental relation-
ships between enthalpy, pressure, and temperature �2� and all fluid
parameters are replaced with their mean values over the tempera-
ture and pressure range considered �indicated by barred nota-
tions�.

2.2 Model for Basic Resistive Component. The basic resis-
tive component represents the component in which there is no
fluid volume. So there is no state variable �pressure and tempera-
ture� in this kind of component.

The mass flow rate through the resistive components can be
described as

ṁ = k · f��p� �24�

The detailed expression depends on the concrete resistive compo-
nent. For example, the standard orifice turbulent flow equation is
used to represent the pressure flow characteristic as follows:

ṁ = CdA
2���p� �25�

The power consumption can be calculated by

Q̇f =
�p · ṁ

�
�26�

The input variables of resistive components are pressure and tem-
perature, which can be calculated in capacitive components and
the output variables of resistive components are mass flow rate
and heat flow rate �power consumption�, which can be used in
capacitive components. So the resistive components must be con-
nected by capacitive components and vice versa.

2.3 Heat Transfer Calculation. Usually, the basic resistive
component is assumed to be adiabatic because there is no volume
if it is small. The heat transfer model of the capacitive component
consists of two nodes: a fluid node and a mass node. The fluid
node represents the fluid in the component and the mass node

represents the component’s wall. The heat transfer between the
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uid and the wall is dominated by convection.
The heat exchange from the fluid node to the mass node is

iven as

Q̇ = kfwA�Tf − Tw� �27�

here kfw is the fluid/wall heat transfer coefficient, A is the heat
ransfer area inside the wall, Tf is the fluid temperature, and Tw is
he wall temperature. So the energy equation for the fluid node is

dTf

dt
=

1

cpm
�� ṁin�hin − hf� − kfwA�Tf − Tw�

+ Q̇f − Ws + Tf�pV
dpf

dt
	 �28�

here Tf is the fluid pressure. Equation �28� is the basic energy
quation and Eq. �9� is the basic flow continuity equation for all
he thermal-hydraulic components.

Modeling for Thermal-Hydraulic Systems
The capacitive components are the volumes in which the tem-

erature and the pressure are computed. The temperature and
ressure are computed from the enthalpy and mass flow rate in-
uts at ports of these components. The resistive components are
he components in which the enthalpy and mass flow rates are
valuated from the temperature and pressure inputs at ports of
hese components. This implies that a thermal-hydraulic model is
lways built with resistive components connected by capacitive
omponents, as shown in Fig. 2.

In Fig. 2, fluid nodes are treated as ideal capacitors and the
esistance and inertia of the fluid nodes are not taken into account
r added to the components connected. The interface node is com-
osed of the volume of the hydraulic pipe and the idle volumes of
he components connected.

In Fig. 2, the symbol � is defined by

� = � ṁin�hin − hf� − kfwA�Tf − Tw� + Q̇f − Ws �29�

t is apparent that the calculation of � is dependent on the flow
irection. For the upstream fluid node of the component � equals
ero.

In Eq. �29�, it can be seen that the liquid flowing out of the
olume cannot affect the liquid temperature in the volume. That
s, heat transfer is directional. So the calculation of � is used only
n the downstream liquid node. According to this connection rule,
he differential equations for the complete thermal-hydraulic sys-
em can be generated automatically.

Circuit Description
The thermal-hydraulic circuit simulated is a position control

oop of a cylinder, as shown in Fig. 3. The hydraulic actuator
oves a load and there is control using position feedback. The

osition error is subjected to the controller and the signal trans-
erred to the servo valve.

Fast position change will lead to fast pressure change in cham-
er VA of the cylinder �noted in Fig. 3� and the temperature

Fig. 2 Connection rule
hange can affect the system performance.

ournal of Heat Transfer
5 Integration Methods
Equations �9� and �28� are the lumped parameter equations rep-

resenting conservation of mass and energy. It is apparent that
these two equations are cross coupled. Therefore, fast pressure
transients will produce fast temperature transients and vice versa.
For convenience, the following four symbols are defined:

a =
�T

� · V
�� ṁin − � ṁout − �

dV

dt
� �30�

b =
�T · �p

� · V
�31�

c =
1

cpm
�� ṁin�hin − hf� − kfwA�Tf − Tw� + Q̇f − Ws� �32�

d =
Tf�pV

cpm
�33�

where a represents the effect of the mass flow and b represents the
effect of the temperature change; c represents the effect of heat
flow and d represents the effect of the pressure change. So Eqs.
�9� and �28� can be rewritten as

dpf

dt
= a + b

dTf

dt
�34�

dTf

dt
= c + d

dpf

dt
�35�

From these two equations, the cross coupling can be seen. It is
easy to decouple these two differential equations by solving for
each derivative to find

dTf

dt
=

c + ad

1 − bd
�36�

dpf

dt
=

a + bc

1 − bd
�37�

These two equations are explicit differential equations. There are
many integration methods to solve them. For example, explicit
Runge–Kutta methods are the easiest methods to implement.

The pressure and temperature change in the volume VA is

Fig. 3 Position-controlled system
shown in Fig. 4. It can be seen that fast pressure transients pro-
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uce fast temperature transients. Typical values of heat transfer
oefficients can be obtained from correlations in Ref. �3�. More
ccurate coefficients need to be obtained by experiments, how-
ver. As is shown in Fig. 4, the vibration frequency of the pressure
s very high. The pressure vibration produces temperature vibra-
ion, which is easily seen from the circled curves.

The expressions on the right hand side of Eqs. �36� and �37� are
omplex because the symbols �a ,b ,c ,d� are functions of pressure
nd temperature. So the expressions ��1−bd� ,ad ,bc ,c+ad ,a
bc� have to be calculated in each time step. This is time con-

uming because the integration step is very small �usually less
han �10−5 s� and the vibration amplitude of temperature is
maller than that of pressure: it can be assumed that the pressure
erivative in step k is affected by the temperature derivative in
tep k−1 as follows:

dp

dt


k

= a + bdT

dt


k−1
�38�

Fig. 4 Pressure and
Fig. 5 Pressure and te

84503-4 / Vol. 130, AUGUST 2008
dT

dt


k

= c + ddp

dt


k

�39�

The pressure and temperature change in the volume VA calculated
by Eqs. �38� and �39� is shown in Fig. 5. It can be seen that there
are almost no differences between Figs. 4 and 5. However, the
calculation time for the right hand side of Eqs. �38� and �39� is
less than that of Eqs. �36� and �37�. So usually Eqs. �36� and �37�
can be substituted by Eqs. �38� and �39� for thermal-hydraulic
calculation.

However, in many cases, the temperature vibration affected by
pressure transients is not important. The trend of temperature
change in the whole working time is the main focus. In this kind
of condition, the cross coupling of pressure and temperature can
be neglected. Because b and d are much smaller than a and c
�usually less than 1�10−7 s�, the differential equation can be sim-
plified as

mperature response
mperature response

Transactions of the ASME
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dT

dt
= c �40�

dp

dt
= a �41�

he pressure and temperature change in the volume VA are shown
n Fig. 6. It can be seen from the circled curves that fast pressure
ransients do not produce fast temperature transients. The cross
oupling is not shown, but the temperature trend is the same as
ig. 4 or 5. The calculation time of this method is much reduced.
So if the thermal-hydraulic system is simulated, the above three

alculation methods can be selected based on the research de-
and. The test results of elapsed physical time of 5 s are in Table

. This test was done on a computer with an Intel CPU operating
t 1.86 GHz with WINDOWS XP operating system.

The values listed in Table 1 are only typical value references.
hey will vary according to the complexity of components’ mod-
ls and system configurations. Although it seems that there is not
uch difference in the elapsed time listed in the table, the simu-

ation time is often very long �may be several hours� and so the
ifference of the elapsed time for simulation will be very much
may be hours�.

omenclature
A 	 area
cp 	 specific heat at constant pressure
Cd 	 flow coefficient
E 	 energy
U 	 internal energy
h 	 specific enthalpy

Fig. 6 Pressure and

Table 1 Elapsed time for simulation

Applied
quations Eqs. �36� and �37� Eqs. �40� and �41� Eqs. �38� and �39�

Elapsed
time �s�

36.928 32.719 33.250
ournal of Heat Transfer
k 	 heat transfer coefficient
m 	 mass
ṁ 	 mass flow rate
p 	 fluid pressure

Q̇ 	 heat flow rate
T 	 temperature
u 	 specific internal energy
V 	 fluid volume

Ẇ 	 rate of work
�p 	 cubical expansion coefficient
�T 	 bulk modulus
�p 	 pressure difference

� 	 fluid density
� 	 specific volume

 	 dynamic viscosity
t 	 time

Subscripts
f 	 fluid

w 	 wall
fw 	 fluid/wall
in 	 inlet

out 	 outlet
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he exergy (second-law) efficiency is formulated for a condensa-
ion process in a shell and one-path tube exchanger for a fixed
ontrol volume. The exergy efficiency �ex is expressed as a func-
ion of the inlet and outlet temperatures and mass flow rates of the
treams. This analysis is utilized to assess the trend of local exergy
fficiency along the condensation path and evaluate its value for
he entire condenser, i.e., overall exergy efficiency. The numerical
esults for an industrial condenser, with a steam-air mixture and
ooling water as working fluids, indicate that �ex is significantly
ffected by the inlet cooling water and environment temperatures.
urther investigation shows that other performance parameters,
uch as the upstream mixture temperature, air mass flow rate, and
atio of cooling water mass flow rate to upstream steam mass flow
ate, do not have considerable effects on �ex. The investigations
nvolve a dimensionless ratio of the temperature difference of the
ooling water and environment to the temperature difference of
ondensation and the environment. Numerical results for various
perational conditions enable us to accurately correlate both the
ocal and overall exergy efficiency as linear functions of dimen-
ionless temperature. �DOI: 10.1115/1.2909610�

eywords: exergy efficiency, condensation, steam-air mixture,
hell and tube condenser

Introduction
Exergy is a measure of the departure of the state of a system

rom that of the environment. It can be defined as the maximum
btainable work from the combination of the system and its envi-
onment. Unlike energy, exergy is not conserved; indeed, it is
estroyed by irreversibilities. The exergy destruction during a pro-
ess is proportionally related to the entropy generation due to
hese irreversibilities. Dincer �1� has conceptually discussed ex-
rgy from several perspectives and introduced an exergy analysis
ethod as a useful tool for furthering the goal of more efficient

nergy-resource use.
Utilization of the exergy method in heat exchangers has been

reviously examined by different authors. Akpinar �2� experimen-

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received May 11, 2007; final manuscript received
ugust 29, 2007; published online June 2, 2008. Review conducted by Giulio Loren-
ini.

ournal of Heat Transfer Copyright © 20
tally studied the effects on heat transfer, friction factor, and di-
mensionless exergy loss by mounting helical �spring shaped�
wires of different pitches in the inner pipe of a double-pipe heat
exchanger. The effects of process parameters, such as mass flow
rate and temperature, on the entropy generation and exergy loss
were theoretically and experimentally investigated by Naphon �3�
for a horizontal concentric tube heat exchanger. In the work of
San and Jan �4� on a wet cross-flow heat exchanger, effectiveness,
exergy recovery factor, and second-law efficiency of a wet heat
exchanger were individually defined and numerically analyzed for
various operating conditions. Additionally, the exergy-based ther-
moeconomic methodology has been developed in Refs. �5,6� for
optimization purposes.

A detailed review of past literature indicates that past studies
provide limited information about the second-law efficiency
trends in a heat exchanger, particularly in condensers that are
widely used in process and power industries. To the best knowl-
edge of the authors, no post data have been presented with an
exergy analysis for this type of heat exchanger. Therefore, the aim
of this article is to assess the exergy efficiency for condensation of
a pure vapor in a horizontal shell and tube condenser and evaluate
its trend along the condensation path, particularly including the
effects of a noncondensable gas on the heat and mass transfer.

2 Formulation of Exergy Efficiency
The objective of this section is to derive the exergy �second-

law� efficiency for condensation of a vapor, taking into account
the presence of noncondensing gas, in a shell and one-path tube
condenser. The steady-state exergy rate balance for a control vol-
ume, shown in Fig. 1, can be written as �for details, see Ref. �7��

Ėd = �
1

ṁ1e1 − �
2

ṁ2e2 �1�

The term Ėd accounts for the time rate of exergy destruction
due to irreversibilities within the control volume and e denotes the
specific flow exergy. Subscripts 1 and 2 refer to the inlet and
outlet, respectively. Hence,

Ėin = �
1

ṁ1e1 = ṁv1ev1 + ṁg1eg1 + ṁc1ec,1 �2�

Ėo = �
2

ṁ2e2 = ṁv2ev2 + ṁg2eg2 + ṁc2ec2 + ṁcondecond �3�

where ṁg1= ṁg2= ṁg and ṁc1= ṁc2= ṁc.
In addition, with respect to the mass conversation of vapor,

ṁv1= ṁv2+ ṁcond, Eq. �1� becomes

ṁv2�ev1 − ev2� + ṁg�eg1 − eg2� + ṁcond�ev1 − econd�

= ṁc�ec2 − ec1� + Ėd �4�
The second-law efficiency, i.e., exergy efficiency, can now be

defined as

�ex =
Eo

Ein
=

ṁc�ec2 − ec1�
ṁv2�ev1 − ev2� + ṁg�eg1 − eg2� + ṁcond�ev1 − econd�

�5�
Using standard thermodynamic relations, it can be shown that

the flow exergy change in the coolant, vapor, and noncondensable
gas in Eq. �5� can be formulated as follows:

ec2 − ec1 = cp,c��Tc2 − Tc1� − To ln�Tc2

Tc1
�	 �6�

ev1 − ev2 = cp,v��Tv1 − Tv2� − To ln�Tv1

Tv2
�	 + ToRv ln�Pv1

Pv2
�

�7�

AUGUST 2008, Vol. 130 / 084504-108 by ASME
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eg1 − eg2 = cp,g��Tg1 − Tg2� − To ln�Tg1

Tg2
�	 + ToRg ln�Pg1

Pg2
�

�8�
n the bulk mixture, it is assumed that the temperature is uniform,
o that vapor and noncondensable gas temperatures are the same
n the inlet and outlet of the control volume, i.e., Tv1=Tg1 and
v2=Tg2. Also,

ev1 − econd = hv1 − hcond − To�sv1 − scond� �9�

As condensation occurs at Tcond�Tv1, the difference between
he inlet enthalpy of vapor at a temperature of Tv1 and the con-
ensate enthalpy is determined by the sum of heat transfer rates
rom cooling of the vapor from Tv1 to Tcond and latent heat re-
eased at the condensation temperature. It may be written in the
orm of the following expression:

hv1 − hcond = cp,v�Tv1 − Tcond� + hfg �10�

urthermore, entropy of the inlet vapor, sv1, may be expressed as
he sum of the entropy difference due to the temperature differ-
nce Tv1−Tcond at constant pressure Pv1 and the entropy of satu-
ated vapor at a temperature of Tcond, sv
T=Tcond

. Hence, the entropy
ifference in Eq. �9� can be written as

sv1 − scond = �sv + sv
T=Tcond
− scond
T=Tcond

= cp,v ln� Tv1

Tcond
�

+ sfg
T=Tcond
�11�

ubstituting Eqs. �10� and �11� into Eq. �9� yields

ev1 − econd = cp,v��Tv1 − Tcond� − To ln� Tv1

Tcond
�	 + hfg
T=Tcond

− Tosfg
T=Tcond
�12�

t should be noted that hfg and sfg are dependent on the saturation
emperature. It is seen that the exergy efficiency in Eq. �5� can be
xpressed as a function of the inlet and outlet temperatures and
ass flow rates of the streams.

Results and Discussion
This section presents a numerical evaluation of the exergy effi-

iency for a typical horizontal counter-current shell and one-path
ube condenser, which is a TEMA “E” shell condenser of almost
tandard industrial design. The condenser has an exchange area of
0 m2, with a 0.438 m diameter and 2.438 m length �8�. Table 1
ives the measured operational parameters with a steam-air mix-
ure and cooling water as working fluids, resulting from a sample

c1c m,T � (coolant inlet)

mixture inlet

( ) ( )g1g1v1v m,Tandm,T ��

c2c m,T � (coolant outlet) ttanconsTcond =

( ) ( )g1g2v2v m,Tandm,T ��

(mixture outlet)

condcond m,T �

(condensate)

ig. 1 An arbitrary control volume of the condenser, illustrat-
ng the inlet and outlet flows
un.
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Equations �5�–�12� can be utilized to evaluate either exergy
efficiency along the condensation path �local exergy efficiency� or
the entire condenser �overall exergy efficiency�. The results will
be presented for both cases in the following sections. In the first
case, one needs to obtain the variation of temperatures �including
the shell side, tube side, and condensate� along the condensation
path. For this purpose, the numerical model of Haseli and Roudaki
�8�, which uses heat and mass transfer equations of classical film
theory, is utilized to determine the relevant parameters. The pre-
vious exergy methodology extends the past model of Haseli and
Roudaki �8� to obtain the variation of exergy efficiency along the
condenser. In order to determine the overall exergy efficiency of
the condenser, one must use the outlet values of temperatures and
mass flow rates, as well as the appropriate average condensation
temperature resulting from the above mentioned model.

Figure 2 illustrates the variation of exergy efficiency �ex along
the condensation path at three different inlet cooling water tem-
peratures and various environment temperatures. In Figs.
2�a�–2�c�, a higher environment temperature at a constant inlet
cooling water temperature results in a lower exergy efficiency
along the condenser. In other words, as the temperature difference
between the inlet cooling water and environment, i.e., �T=Tc,in
−To, decreases, then �ex is reduced. It can also be seen that there
are two types of curves. In the first group, �ex decreases from the
entrance of the steam-air mixture to the location after the midpoint
in the condenser; a region around the fifth baffle space. Then, it
starts to increase from this point to the outlet of the heat ex-
changer. In the second type of curves, however, �ex continuously
decreases along the condensation path �the lowest curves in Figs.
2�b� and 2�c��. It seems that there is a relation between the con-
densation heat transfer and �ex. Past studies �8,9� have shown that
from the region where exergy efficiency is a minimum, the con-
densation and heat transfer rates significantly diminish. Beyond
this region, the relative role of sensible heat transfer increases.

As �T increases, �ex becomes higher. This result agrees with
the definition of exergy. When a system carries more exergy, it
deviates more from the environment. Based on these results, it
may be well understood why �ex decreases from the entrance of
the steam-air mixture to around the fifth baffle space, considering
the configuration of the condenser in this study, which has a coun-
terflow type. In other words, as cooling water flows in the oppo-
site direction of the steam-air mixture, its temperature increases
from the last baffle space to the first one where the mixture enters
the heat exchanger. Thus, at a given environment temperature, the
local �T= �Tc−To� will increase in the same direction. Except the
region where the first group of curves of Fig. 2 has a positive
slope, it seems that the local �T plays a dominant role in the
variation of �ex. It may be inferred that there exists another pa-
rameter that has a significant effect on the exergy efficiency.

Further investigation has been performed by evaluating the ef-
fects of other performance parameters, e.g., upstream mixture
temperature, air mass flow rate, and the ratio of cooling water
mass flow rate to the upstream steam mass flow rate. The variation
of �ex along the condenser at four different upstream mixture
temperatures is represented in Fig. 3. Desuperheating the up-
stream mixture does not considerably affect the exergy efficiency.

Table 1 Inlet and outlet parameters of a typical condenser †8‡

Quantity Inlet Outlet

Steam-air mixture temperature �°C� 125 29.30
Steam mass flow rate �kg/s� 1 0.01
Air mass flow rate �kg/s� 0.092 0.092
Cooling water temperature �°C� 10.50 20.05
Cooling water mass flow rate �kg/s� 62.5
Condenser pressure �kPa� 18.2
Since the condensation of steam is the predominant source of heat
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ransfer, a change in upstream mixture temperature does not have
significant effect on the heat transfer rate. Therefore, the tem-

erature gradient of the cooling water does not significantly
hange. Likewise, an inconsistent result in the last baffle space is
bserved, which confirms that in addition to �T, there appears to
e another factor that influences �ex.
Figure 4 shows the effect of air mass flow rate on �ex and it

eveals that higher exergy efficiency may result from higher air
eakage. The predicted outlet steam mass flow rates are also given
n Fig. 4. Air is a noncondensable component that provides resis-

ig. 2 Variation of exergy efficiency with environment tem-
erature along the condensation path at different inlet cooling
ater temperatures: „a… 10.5°C, „b… 15°C, and „c… 20°C
ance to heat and mass transfer processes. Increasing the air mass

ournal of Heat Transfer
flow rate leads to a lower heat transfer rate and condensation rate.
Further discussion may be found elsewhere �such as Ref. �9��. A
possible reason, which can now clarify the trend of the first group
in Figs. 2 and 3, is that as long as all steam has not condensed, �ex
decreases along the condensation path. When condensation of
steam almost finishes �usually by the last baffle space�, �ex tends
to increase.

Figure 5 illustrates the effect of the ratio of the cooling water
mass flow rate to the upstream steam mass flow rate Rm, on the
exergy efficiency, in the range of 0.82–1.12 kg /s for the upstream
steam mass flow rate. In accordance with the conservation of en-
ergy, a lower Rm causes a larger temperature gradient of cooling
water. Thus, at a constant environment temperature, the corre-
sponding exergy efficiency profile of the warmer cooling water
�which carries more exergy� is higher. On the other hand, it is seen
that the upstream mass flow rate of steam does not have a signifi-
cant effect on �ex. Nevertheless, the resulting graphs are not con-
sistent in the last baffle space, whereby at a given ratio of mass
flow rate, depending on the upstream steam mass flow rates, the
exergy efficiency has a different value. The higher position of the
process condition belongs to the lower upstream steam flow rate.
This agrees with the earlier discussion of the previous paragraph.

Fig. 3 Variation of exergy efficiency along the condensation
path at different upstream steam-air mixture temperatures

Fig. 4 Effect of air mass flow rate on exergy efficiency along
the condensation path and predicted outlet steam mass flow

rates
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Based on these results, it may be inferred that the difference
etween cooling water and environment temperatures, as the first
ain factor, has a direct effect on the local exergy efficiency.
urther numerical studies have been performed at different opera-

ional conditions to show that there is a consistent relation be-
ween the local exergy efficiency and dimensionless temperature �
efined as

� =
Tc1 − To

Tcond − To
�13�

here Tcond denotes the condensation temperature in the arbitrary
ontrol volume shown in Fig. 1.

The variation of �ex versus � is investigated for the following
onditions, and the results are presented in Fig. 6: ma
0.092–0.0275 kg /s, Rm=52–62.5, Tg,in=65–125°C, and Tc,in
10–25°C, respectively. A linear relation between �ex and � can
e seen. The following correlation is proposed with less than 3%
rror:

�ex = 1.2166� + 0.0075 �14�
Furthermore, in order to observe the variation of overall exergy

fficiency with dimensionless temperature, a similar investigation
s performed at the following process situations: ma

ig. 5 Effect of the ratio of cooling water mass flow rate to
pstream steam mass flow rate Rm on exergy efficiency

ig. 6 Dependence of the local exergy efficiency on dimen-

ionless temperature defined in Eq. „13…

84504-4 / Vol. 130, AUGUST 2008
=0.092–0.0275 kg /s, Rm=52–62.5, Tg,in=65–125°C, and Tc,in
=10–30°C, respectively. Figure 7 shows the variation of �ex,overall
against dimensionless temperature. The following correlation is
obtained from the results, which predicts �ex,overall with less than
1% error:

�ex,overall = 0.9677� + 0.1939 �15�
The real operating point of the system �based on Table 1� at two

different ambient temperatures is located very close to the pre-
dicted values. In the limiting case of an ideal process without

irreversibilities, i.e. Ėd=0, the exergy efficiency is unity and the
upper limits for � are obtained as 0.816 and 0.833, respectively,
from Eqs. �14� and �15�.

4 Conclusions
The second-law �exergy� efficiency has been formulated for

condensation of a binary mixture with one noncondensable com-
ponent in a shell and one-path tube condenser. The exergy effi-
ciency may be expressed as a function of inlet and outlet tempera-
tures and mass flow rates of both streams across the boundary of
a control volume, as well as the condensation temperature. Nu-
merical results were obtained from an exergy formulation using
some past data for an industrial scale countercurrent condenser,
where condensation of steam occurs in the presence of air with
cooling water as a coolant. The results show that temperature
difference between cooling water and the environment has a
dominant effect on the exergy efficiency. In addition, when the
temperatures of the cooling water and environment are not equal,
the exergy efficiency decreases along the heat exchanger, as long
as condensation of steam occurs. Further investigations show a
consistent relation between both local and overall exergy efficien-
cies and dimensionless temperature, which is defined as the ratio
of the temperature difference of the cooling water and environ-
ment, to the temperature difference of the condensation and the
environment.
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Nomenclature
cp � specific heat, kJ/kg K
e � flow exergy, kJ/kg

˙

Fig. 7 Variation of overall exergy efficiency with dimension-
less temperature
Ed � exergy destruction rate, kW
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Ėin � input exergy rate, kW

Ėo � output exergy rate, kW
h � enthalpy, kJ/kg

hfg � condensation latent heat, kJ/kg
ṁ � mass flow rate, kg/s
P � pressure, kP
R � gas constant, kJ/kg K

Rm � ratio of cooling water mass flow rate to up-
stream steam mass flow rate

s � entropy, kJ/kg K
sfg � latent entropy, kJ/kg
T � temperature, °C

To � dead state/environment temperature, °C

reek Letters
�T � difference between cooling water temperature

at the inlet of control volume and environment
temperature

� � dimensionless temperature, Eq. �13�
�ex � exergy efficiency

�ex,overall � overall exergy efficiency

ubscripts
c � coolant

cond � condensate
g � noncondensable gas
i � inlet
ournal of Heat Transfer
o � outlet
v � vapor
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orizontal Cylinder Using Nanofluids
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eat transfer enhancement in combined convection around a ro-
ating horizontal cylinder using nanofluids is presented. The
ransport equations are solved numerically using a second-order
nite volume scheme. Water-based nanofluid containing various
olume fractions of different types of nanoparticles is used. The
anoparticles used are Cu, Ag, Al2O3, and TiO2. In the region
utside the plume, the Nusselt number increases by increasing the
olume fraction of nanoparticles. However, in the plume region,
he effect of the volume fraction of nanoparticles on the Nusselt
umber is less pronounced. �DOI: 10.1115/1.2909616�

eywords: nanofluids, heat transfer enhancement, mixed
onvection, horizontal cylinder

Introduction
Heat transfer from a horizontal heated cylinder has many engi-

eering applications such as heat exchangers, piping systems, so-
ar collectors, and electric conductors. Some of these applications
epend on natural convection as the main heat transfer mecha-
ism, while others depend on forced convection for heat removal.
t is important to understand the thermal behavior of such systems
hen both forced and natural convections simultaneously take
lace.

The geometrical shape of the cylinder creates nonuniformity in
eat transfer around the cylinder surface. With a better under-
tanding of the flow field behavior around the cylinder, it is pos-
ible to devise methods for heat transfer enhancement. An inno-
ative technique for improving heat transfer, by using ultrafine
olid particles in the base fluids, has been extensively used during
he past decade. The term nanofluid refers to these kinds of fluids
y suspending nanoscale particles in the base fluid �1,2�. Recently,
risaksri and Wongwises �3� conducted a literature review on the
eneral heat transfer characteristics of nanofluids. Daungthongsuk
nd Wongwises �4� performed a comprehensive review of convec-
ive heat transfer of nanofluids. Moreover, Wang and Mujumdar
5� conducted a review of heat transfer characteristics of nano-
uids. Based on the mentioned reviews, the application of nano-
uids in mixed convection applications is very limited. Therefore,

he goal of this work is to study heat transfer characteristics of
ixed convection around a horizontal heated rotating cylinder us-

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received June 20, 2007; final manuscript received
eptember 27, 2007; published online June 4, 2008. Review conducted by Sung Jin

im.

ournal of Heat Transfer Copyright © 20
ing different types of nanoparticles. The horizontal cylinder was
selected as an example for studying the effect of nanoparticles in
mixed convection application because there is a large variation in
heat transfer rates around the cylinder surface in the tangential
direction. Therefore, it is very useful to examine the effectiveness
of nanoparticles in a medium that experience large variation in
heat transfer �or temperature gradients�. The problem will be in-
vestigated numerically by solving the Navier–Stokes and energy
equations �NSE�. Heat transfer characteristics will be analyzed for
a wide range of volume fraction of nanoparticles using different
types of nanoparticles.

2 Problem Description, Governing Equations, and Nu-
merical Implementation

Figure 1 shows a schematic diagram of the cylinder and the
physical flow field. Water-based nanofluid containing nanopar-
ticles exists around the cylinder. The nanoparticles that are used
are Cu, Ag, Al2O3, and TiO2. The nanofluid is assumed incom-
pressible, and the flow is assumed steady. It is assumed that the
base fluid �i.e., water� and the nanoparticles are in thermal equi-
librium and no slip occurs between them. Thermophysical prop-
erties of the nanoparticles can be found in Ref. �6�. The thermo-
physical properties of the nanofluid are assumed to be constant
except for the density variation, which is approximated by the
Boussinesq model. The cylinder surface is maintained at a con-
stant temperature �Tw� higher than the ambient temperature �T��.
The nondimensional governing equations for the laminar mixed
convection around the cylinder in terms of stream function-
vorticity formulation are as follows: vorticity equation:
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where 
 is given as


 =

knf

kf

�1 − �� + �
��cp�s

��cp� f

�4�

In Eqs. �1�–�3�, the viscosity of the nanofluid is approximated
as viscosity of a base fluid � f containing dilute suspension of fine
spherical particles and is given by �7�

�nf =
� f

�1 − ��2.5 �5�
The density of the nanofluid is expressed as
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�nf = �1 − ��� f + ��s �6�
he heat capacitance of the nanofluid is expressed as �6�

��cp�nf = �1 − ����cp� f + ���cp�s �7�
he effective thermal conductivity of the nanofluid is approxi-
ated by the Maxwell–Garnetts �MG� model �5,6�

knf

kf
=

ks + 2kf − 2��kf − ks�
ks + 2kf + ��kf − ks�

�8�

he MG model is only restricted to spherical nanoparticles and
oes not take into account the shape of nanoparticles. It should be
mphasized that macroscopic modeling of nanofluids is restricted
o small temperature gradients �8�. Moreover, the MG model over-
stimates the enhancement in thermal conductivity for large con-
entration of nanoparticles. For high concentration of nanopar-
icles, the viscosity of the fluid increases and the assumption of
onstant fluid properties becomes less realistic. Besides, high val-
es of Rayleigh numbers may not take place for dense and viscous
ixture suspensions under a small temperature gradient.
Equations �1�–�3� are solved using the finite volume approach

9�. The diffusion term in the vorticity, energy, and kinematic
quations is approximated by second-order central difference,
hich gives a stable solution. Furthermore, a second-order up-
ind differencing scheme is adopted for the convective terms. A

ourth-order accurate formula for the vorticity boundary condition
t the wall is adopted �10�. After solving �, �, and T, further
seful quantities are obtained. For example, Nusselt number can
e expressed as

Nu = −
2


� knf

kf
� �T

��
�9�

he average Nusselt number is evaluated as

Nuav =

�
�=0

�=2

Nu���d�

2
�10�

An extensive mesh testing procedure was conducted to guaran-
ee a grid independence solution. Fourteen different mesh combi-
ations were used for the case of Ri=1.887 and Pr=0.70. It was
ound that a grid size of 121	121 ensures a grid independence

Fig. 1 Sketch of problem geometry
olution. The present numerical solution is validated by compar-

84505-2 / Vol. 130, AUGUST 2008
ing the present code results using air, GrD /ReD
2 =1.887, and ReD

=300 to the experiment of Shimada et al. �11� and a good agree-
ment is recorded.

3 Results and Discussion
Figure 2�a� shows the variation of Nusselt number around the

cylinder surface using various volume fractions of Al2O3 for the
case of Ri=1.887. It is shown that around the cylinder surface,
and for any volume fraction of nanoparticles, there are places
where the change in Nusselt number is moderate and places where
the change is steep. The places with the steep change resemble the
plume region. It is clear from Fig. 2�a� that the plume region is
rotated in the clockwise direction by the presence of the nanopar-
ticles and this rotation increases by increasing the volume fraction
of the nanoparticles. As shown in Fig. 2�a�, the case of �=0.15 is
rotated by 12 deg from the pure water case in the clockwise di-
rection. Also, Fig. 2�a� shows that in the region outside of the
plume, the increase in volume fraction of the nanoparticles causes
an increase in Nusselt number. However, within the plume region,
the Nusselt is only shifted in the clockwise direction and its mag-
nitude is almost not affected by the presence of the nanoparticles.
This is clearly demonstrated in Fig. 2�b�, where the two plume

(a)

(b)

Fig. 2 „a… Nusselt number distribution around the cylinder sur-
face using various volume fractions of Al2O3 nanoparticles:
Pr=6.2, ReD=300, and Ri=1.887; „b… comparing the Nusselt
number between pure water case and addition of 15% volume
fraction of Al2O3 nanoparticles by overlapping plume regions in
„a…
regions for the pure water case and �=0.15 are overlapped. This

Transactions of the ASME
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s done by rotating the curve of �=0.15 by 12 deg in the counter
lockwise direction. Figure 2�b� is very useful in characterizing
laces, where enhancements in heat transfer take place.

This behavior is furthermore explained by looking at Eq. �9�.
he equation shows that the Nusselt number is influenced by two
arameters, which are the temperature gradient at the cylinder
urface and the thermal conductivity ratio. As the percentage of
he Al2O3 nanoparticles increases, the temperature gradient de-
reases. This decrease is due to the enhanced effective thermal
onductivity of the nanofluid, which is accompanied by an in-
rease in thermal diffusivity. The increase in thermal diffusivity
auses a drop in the temperature gradients. The increase in ther-
al conductivity ratio is greater than the decrease in temperature

radient. Accordingly, the Nusselt number increases by increasing
he volume fraction of the nanoparticles. However, within the
lume region, the temperature gradient decrease becomes steeper
or high volume fraction. This means that the reduction in tem-
erature gradient becomes more pronounced and this reduction
alances the enhancement in effective thermal conductivity, which
xplains the independency of the Nusselt number with the volume
raction of the nanoparticles in the plume region.

An interesting comparison between various nanofluids is pre-
ented in Fig. 3. It is interesting to note that on the cylinder sur-
ace, and outside the plume region, nanoparticles with high ther-
al conductivity experience high enhancements in heat transfer.
lso, it is interesting to note that although Al2O3 has a low ther-
al conductivity, however, it still shows a comparable enhance-
ent on heat transfer compared to the high thermal conductivity
etals such as Cu or Ag. The thermal conductivity of Al2O3 is

pproximately one-tenth of Cu. However, the unique property that
he Al2O3 poses �as well as TiO2� is its low thermal diffusivity.
he reduced value of thermal diffusivity means higher tempera-

ure gradients and therefore more enhancements in heat transfer.
owever, Cu and Ag have high values of thermal diffusivity and

herefore this reduces temperature gradients, which will affect the
erformance of Cu and Ag nanoparticles. Therefore, to obtain a
igh Nusselt number requires a selection of nanoparticles that
ave high thermal conductivity as well as low thermal diffusivity.
ow values of thermal diffusivity could be obtained by having
igh value of heat capacitance.

A careful inspection of Fig. 3 shows that for high thermal dif-
usivity nanoparticles, such as Cu, the plume size becomes larger;
his means larger areas around the cylinder surface where the
ddition of nanoparticles becomes insignificant. By calculating the
verage Nusselt number around the cylinder surface, using Eq.

ig. 3 Nusselt number distribution around the cylinder sur-
ace using various types of nanoparticles: �=0.15, Pr=6.2,
eD=300, and Ri=1.887
10�, it is found that Al2O3 has an average Nusselt number almost

ournal of Heat Transfer
exactly as Cu nanoparticles and even better enhancement than Ag
nanoparticles. Therefore, the selection of nanoparticles in mixed
convection application is not only dependent on the value of ther-
mal conductivity but also depends on the value of thermal diffu-
sivity.

4 Conclusions
For Ri=1.887 and outside the plume region, the Nusselt num-

ber increased by increasing the volume fraction of Al2O3 nano-
particles. The plume region is rotated in the clockwise direction
by the presence of the Al2O3 nanoparticles and this rotation in-
creases by increasing the volume fraction of the nanoparticles.
However, in the plume region, the effect of the volume fraction on
the Nusselt number was less pronounced. The nanoparticles need
to have high thermal conductivity as well as low thermal diffusiv-
ity for good heat transfer enhancement in mixed convection ap-
plications. It is observed that nanoparticles with high thermal dif-
fusivity have larger plume size, which affects the heat transfer
enhancement of such nanoparticles. It was found that Al2O3 has
an average Nusselt number almost exactly as Cu particles and
even better enhancement than Ag nanoparticles due to the low
thermal diffusivity of Al2O3 compared to the metal nanoparticles.

Nomenclature
cp � specific heat at constant pressure
D � diameter of the cylinder
E � grid stretch parameter, E=e�

Gr � grashof number, Gr=g��Tw−T��R3 /v f
2

GrD � Grashof number based on diameter,
GrD=g��Tw−T��D3 /v f

2

g � gravitational acceleration
k � thermal conductivity

Nu � Nusselt number, Nu=hD /kf
Pr � Prandtl number
R � radius of the cylinder
r � radial distance from cylinder surface, r=e�

Re � Reynolds number, Re=�D2 /� f
ReD � Reynolds number based on diameter,

Re=�D2 /� f
Ri � Richardson number, Ri=GrD /ReD

2

T � dimensionless temperature, T=T*−T� /Tw−T�

Greek Symbols
� � thermal diffusivity
� � thermal expansion coefficient
� � coordinates in computational plane, ��=� /�
� � nanoparticle volume fraction

 � parameter defined in Eq. �4�
� � kinematic viscosity
� � angle measured from the lower plane

� � dimensionless stream function
� � dimensional stream function
� � angular speed of the cylinder
� � dimensionless vorticity
� � density
� � dynamic viscosity
� � coordinate in computational plane

Subscripts
nf � nanofluid
f � fluid
s � solid

w � wall
� � farstream
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n the present investigation, the steady state performance of a
ectangular single phase natural circulation loop (NCL) with end
eat exchangers is studied. One-dimensional governing equations
re considered in developing the mathematical model. Analytical
xpressions are derived for the circulation rate and temperature
rofile. However, the individual performance parameters are to be
omputed iteratively as the equations are strongly coupled. A suit-
ble iterative procedure is given to evaluate the important loop
arameters such as steady state flow rate, and riser and down-
omer temperatures. Few special cases are discussed where ana-
ytical expressions for circulation rate and temperature distribu-
ion can be obtained directly without any iterative procedure. It is
lso shown that both the hot and cold end heat exchangers should
ave equal conductance �UA� for maximization of circulation
ate. This feature of NCL is identical with heat power cycle and
an be explained in light of equipartition principle.
DOI: 10.1115/1.2928015�

eywords: steady state, natural circulation loop, end heat
xchangers, overall effectiveness, optimum allocation

ntroduction
Both the steady and the transient behavior of natural circulation

oops �NCLs� have been a subject of great interest for many de-
ades because of their wide range of applications in engineering
ight from natural circulation boilers to large nuclear power
lants. Most of the previous investigations are either considered a
oroidal or a rectangular geometrical configuration especially with
onstant heat flux heating and cooling as boundary conditions
1,2�. For certain applications such as for nuclear plants, constant
all temperature cooling is an appropriate boundary condition �3�.

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received March 19, 2007; final manuscript re-
eived March 25, 2008; published online June 10, 2008. Review conducted by Yu-

aka Asako.

ournal of Heat Transfer Copyright © 20
In addition to the experimental investigations �1,3�, various nu-
merical studies are also available on toroidal loops �2,4� and rect-
angular loops �5�. However, almost all the studies considered con-
stant heat flux heating, and either constant heat flux or constant
wall temperature cooling as boundary conditions. Nevertheless,
NCLs with constant finite heat capacity rate heating and cooling
are encountered frequently in engineering applications such as
waste heat recovery systems and systems in which the hot and
cold fluids cannot be brought to close proximity due to the process
requirement or limitation of plant design. Stability behavior of a
rectangular loop with these boundary conditions is studied by Rao
et al. �6�.

The design of NCLs with end heat exchangers is to be done
meticulously and their steady state performance is to be predicted
with a higher level of confidence as these will further depend on
the overall conductance of the individual units. As the resources
are limited, it is important to find out the optimum allocation of
the overall conductance between the two heat exchangers. Bejan
�7� showed that the power from a heat engine cycle can be maxi-
mized when the total inventory of conductance �UA�t is equally
distributed between the heat source and heat sink. However, such
an exercise is so far not made for NCLs with end heat exchangers.

In the present study, it is intended to determine the circulation
rate of the coupling fluid, spatial temperature distribution of cou-
pling fluid, and external fluids as well as optimization of perfor-
mance of system for a given fixed total inventory. It is shown that
the overall effectiveness of the system is proportional to the
square of the circulation rate of the coupling fluid for laminar flow
and more than square for turbulent flow. The optimum allocation
of the total conductance �UA�t between the end heat exchangers is
achieved for maximizing the circulation rate, which in turn maxi-
mizes the overall effectiveness.

Mathematical Analysis
In the present work, rectangular NCL with end heat exchangers

is considered. The inputs for the analysis are the loop geometry,
heat exchanger characteristics and their geometry, hot and cold
stream heat capacity rates, coupling fluid properties, and hot and
cold stream inlet temperatures. Assumptions are made for analyz-
ing the loop performance. The details on its working and assump-
tions can be obtained elsewhere �6�.

Based on the physical model and assumptions, a steady state
one-dimensional governing equation for the conservation of mass
for single phase flow can be written as

ducf

ds
= 0 �1�

where ucf is loop fluid velocity and s is space coordinate running
along the loop.

The integral loop momentum equation is expressed as

� 2Cf�cfucf
2

D
ds + �

i=1

n
2Cf�cfucf

2

D
Lei + � �cfbuogds = 0 �2�

�cf in first and second terms designates the constant density,
whereas �cfbuo in the third term represents variable density, used to
determine frictional pressure drop and buoyancy head, respec-
tively. D, Lei, and Cf are loop diameter, equivalent length of vari-
ous fittings, and friction factor, respectively.

Equation �2� can further be expressed considering the Bouss-
inesq approximation as

32

�2

Cfṁ
2

�0D5�2�L1 + L2� + �
i=1

n

Lei� = �0g�L2�Tcf2 − Tcf1� �3�

where ṁ, L1, and L2 are loop mass flow rate, and horizontal loop
length and height, respectively. Tcf2 and Tcf1 are loop fluid tem-
peratures in adiabatic riser and downcomer, respectively. �0 and �

are reference density at its corresponding temperature T0 and ther-
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al expansion coefficient of coupling fluid, respectively.
The friction factor Cf can be expressed as Cf =a Re−b, and sub-

tituting into Eq. �3� and neglecting the minor losses yield the
ollowing simplified loop momentum equation in terms of cou-
ling fluid heat capacity rate, Ccf:

Ccf
2−b =

�2−b

26−2ba

�0
2g�D5−bccf

2−b

�cf
b

L2

�L1 + L2�
�Tcf2 − Tcf1� �4�

cf and ccf in Eq. �4� are viscosity and specific heat, respectively.
The following energy equations are used to determine the un-

nown downcomer temperature �Tcf1� and riser temperature �Tcf2�
nd derived from the elementary theory of heat exchangers. The
implified expressions are as follows:

Tcf2 = �Tcf1	1 −
Cmin,h

Ccf
�h


+ Thi	Cmin,h

Ccf
�h
� hot end heat exchanger �HEHE� �5�

Tcf1 = �Tcf2	1 −
Cmin,c

Ccf
�c


+ Tci	Cmin,c

Ccf
�c
� cold end heat exchanger �CEHE� �6�

hi and Tci in the above equations are the hot and cold fluid inlet
emperatures, respectively, and �h and �c are effectiveness of
EHE and CEHE, respectively. NTUh and NTUc for concentric

ubes HEHE and CEHE are modified as NTUh= �UA�*�UA�t / �1
�UA�*�Cmin,h and NTUc= �UA�t / �1+ �UA�*�Cmin,c, and these are
erived by considering the product of total heat transfer coeffi-
ient and heat transfer area, �UA�t, for the loop which is known
priori and also a constraint in the present study. One can write

UA�t is the summation of conductance of both HEHE and CEHE
Holmberg �8�� and is given below.

�UA�t = �UA�h + �UA�c �7�

Considering the ratio of �UA�h to �UA�c as �UA�*, one gets the
ollowing relations from Eq. �7�:

�UA�h =
�UA�*�UA�t

�1 + �UA�*�
and �UA�c =

�UA�t

�1 + �UA�*�
�8�

ere, the focus is to replace both �UA�h and �UA�c in terms of
UA�t and �UA�* and the numerical value of �UA�*, which is
qual to 1.0, shows that both HEHE and CEHE conductances are
qual to each other.

The substitution of boundary conditions, i.e., hot fluid inlet
emperature, �hi=1.0, and cold fluid inlet temperature, �ci=0,
ields the following nondimensionalized momentum and energy
quations.

Ccf
* = �NGrD

K1

�1 + K1�
��cf2 − �cf1��1/�2−b�

�9�

�cf2 = �cf1 + ��1 − �cf1�
Cmin,h

*

Ccf
*

�h
*� �10�

�cf1 = �cf2�1 −
Cmin,c

*

Ccf
*

�c
*� �11�

quations �9�–�11� are coupled and to be solved simultaneously to
etermine the three variables, Ccf

*, �cf2, and �cf1.
Once Ccf

*, �cf1, and �cf2 are known, the temperature variation

long the loop as well as the hot and the cold streams can be

84506-2 / Vol. 130, AUGUST 2008
obtained. The analytical expressions to determine the temperature
profiles of hot, cold, and coupling fluids can be obtained else-
where �6�.

Although the general relationship among Ccf
*, �cf1, and �cf2 is

highly implicit and cannot be determined analytically as depicted
by Eqs. �9�–�11�, one may think of some special cases where
analytical solutions are possible.

Case I: Ch
* and Cc

* Tends to Infinity. For this case, the
effectiveness of HEHE and CEHE, and downcomer and riser tem-
peratures can be expressed as

�h,c
* = 1.0 �12�

�cf2 = 1.0 �13�

�cf1 = 0.0 �14�
Therefore, loop flow rate can be expressed in explicit form as

Ccf
* = �N GrD

K1

�1 + K1��1/�2−b�

�15�

Case II: Approximation With Arithmetic Mean of Tempera-
ture Differences (AMTDs). Mathematical manipulation among
heat transfer equations in terms of arithmetic mean temperature
and equations related to heat carried away by hot, cold, and cou-
pling fluids along with Eq. �9� with the substitution of input pa-
rameters, �hi=1.0 and �ci=0, yields the following simplified equa-
tion for coupling fluid flow rate in an explicit form.

Ccf
*�3−b�

=

N GrD
K1

�1 + K1�

	 1

2Ch
* +

1

2Cc
* +

1

�UA�h
* +

1

�UA�c
*
 �16�

Overall Effectiveness
Determining optimum loop flow rate through appropriate allo-

cation of total conductance between two heat exchangers to maxi-
mize the heat transport �overall effectiveness� between hot and
cold fluids was the crux of the forced flow indirect heat exchange
systems. However, this is not the case with NCL where the loop
flow rate is not known a priori. Deriving analytical expression for
overall effectiveness of NCL is indeed necessary to know which
parameters need to be optimized in order to maximize the overall
effectiveness. Hence, the overall effectiveness of NCL is of rel-
evance for the design and simulation of large systems of which
NCL is a part. The overall effectiveness, �o, of NCL with end heat
exchangers is defined �Holmberg �8�� as

�o =
Q

Cmin,o�To
�17�

where Q is the actual rate of heat transfer from hot fluid to cold
fluid through coupling fluid whereas Cmin,o�To is the maximum
possible heat transfer between hot and cold fluids. Cmin,o is the
minimum of hot and cold fluid heat capacity rates and �To is the
temperature difference between hot and cold fluid inlet tempera-
tures.

From the elementary theory of heat exchangers, Eq. �17� with
the substitution of Eq. �9� can be written in nondimensional form
as

�o
* =

Ccf
*�3−b�

N GrD	 K1

�1 + K1�
Cmin,o
*��hi − �ci�

�18�

The above equation reveals that the overall effectiveness is solely
*
a function of Ccf as the rest of the parameters are input to the
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ystem analysis. Therefore, maximum �o
* is achieved when Ccf

*

s optimized. Hence, optimization of system is necessary and this
an be achieved through optimum allocation of total available
onductance.

ptimum Allocation of Total Conductance
The optimum design of any equipment aims at the reduction of

he total cost, which comprises of equipment cost and the running
ost over the stipulated life span. As there is no prime mover, the
nitial cost of the NCL has to be brought down adopting an opti-

um design. The initial cost of the indirect heat exchanger system
ill depend on the cost of HEHE and CEHE. Again, the cost of a
eat exchanger depends on its surface area and type of surface
ugmentation technique used. The overall heat transfer coefficient
U� is dependent on the type of heat exchanger surface. In gen-
ral, the cost of heat exchanger is then a function of UA.

Keeping the initial cost of the indirect heat exchanger system
onstant one can maximize the overall effectiveness by properly
llocating UA between the CEHE and HEHE. In the previous
ection, it is shown that maximization of the overall effectiveness
an be obtained by maximizing the Ccf

*. In the present exercise,

cf
* is maximized keeping �UA�t constant.
Loop flow rate, from Eqs. �9�–�11�, can be derived as a function

f loop geometry, total conductance, �UA�t, and �UA�*. For a
iven loop geometry as well as total conductance, the equation
orresponding to �Ccf

* /��UA�*=0 is as follows:

�� 1

Cmin,h
* −

1

Cmax,h
*�2 Ā

�1 − Ā�2

− � 1

Cmin,c
* −

1

Cmax,c
*�2 B̄

�1 − B̄�2� = 0 �19�

here

Ā = e−�UA�
t
*�UA�*/�1+�UA�*��1/Cmin,h

*−1/Cmax,h
*�

B̄ = e−�UA�
t
*/�1+�UA�*��1/Cmin,c

*−1/Cmax,c
*�

eneral Solution
The optimum allocation of �UA�

t
* for the general case is ob-

ained by calculating Ccf
* as a function of �UA�* by solving Eqs.

9�–�11�, iteratively, by guessing �cf1 and �cf2 initially and updat-
ng Ccf

*, �cf1, Ccf
*, and �cf2 sequentially.

The spatial temperature variation of coupling, hot, and cold
uids is determined using the above iterative procedure and can
e obtained elsewhere �6�. Figure 1 depicts the variation of cou-
ling fluid flow rate with �UA�* where Ccf

* reaches maximum at
UA�*=1.0. The result shown in Fig. 1 is not a mere coincidence.
t could be demonstrated for any combination of the operating and
eometrical parameters; the NCL will have a maximum circula-
ion rate when the total conductance �UA�t is equally distributed
etween the HEHE and CEHE.

In some special cases, one can analytically derive the optimum
llocation. Such results are shown below.

Case I: Ch
* and Cc

* tend to infinity and Case II: Ch
*=Cc

*

nd Ccf
*ÅCh

*. For both cases, Eq. �19� can be written as

� Ā

�1 − Ā�2
−

B̄

�1 − B̄�2
� = 0 where Ā � 1.0 and B̄ � 1.0

�20�

¯ ¯
Equation �20� will have two solutions: one is �A=B� and the

ournal of Heat Transfer
second one is ĀB̄=1.

Equating Ā and B̄ gives rise to the following optimum condi-
tion:

�UA�* = 1.0 �21�

Equating ĀB̄=1, one can obtain the solution �UA�*=−1.0,
which is not feasible practically.

Case III: Use of Arithmetic Mean of Temperature Dif-
ferences (AMTDs)

Equation �16� may be written for Ccf
* in terms of �UA�

t
* and

�UA�* as

Ccf
*�3−b�

=

N GrD
K1

�1 + K1�

	 1

2Ch
* +

1

2Cc
* +

�1 + �UA�*2�
�UA�

t
*�UA�*


�22�

Differentiating Eq. �22� with respect to �UA�* and equate to
zero gives the following optimum condition:

�UA�* = 1.0 �23�
Bejan �7� has shown that maximum power can be derived from

a heat engine cycle when the total inventory of conductance �UA�t
is equally distributed between the heat source and the heat sink,
which is an example of equipartition principle. It is interesting to
note that in case of a NCL, similar allocation of a fixed quantity of
heat exchanger resource is required for maximizing the loop per-
formance. A thermal power cycle and a NCL share a few common
features. Both of these systems receive thermal energy from a
high temperature source and rejects heat to a low temperature
sink. The circulating fluid changes its property �sometime also the
phase� as it passes through different parts of the cycle. In fact,
NCL represents a limiting configuration of a thermal power cycle
where the external work done is reduced to zero. The fact that
both the systems need identical allocation of heat exchanger in-
ventory for optimum performance emphasizes this similarity.

Examples of equipartition have been demonstrated in different
engineering systems where equipartition of forces �9� and equi-
partition of thermal resistance �10� generated optimal designs. The
optimal allocation of heat exchanger inventory between the hot
and cold end of the NCL for maximum circulation �as well as

Fig. 1 Optimum allocation of „UA…

t
*

maximum overall effectiveness� emphasizes the same principle.
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onclusion
The present study addresses some critical aspects of a rectan-

ular single phase uniform cross-sectional NCL with end heat
xchangers particularly related to loop circulation rate, overall
ffectiveness, and optimum allocation of total conductance. Cir-
ulation rate is obtained numerically for general case and analyti-
ally for few special cases. Overall effectiveness is derived as a
unction of loop circulation rate where it is proportional to

square of loop flow rate, loop geometry and inlet temperatures
f both hot and cold streams. Equal allocation of total conduc-
ance �UA�t between HEHE and CEHE maximizes the loop flow
ate, which in turn maximizes the overall effectiveness. The equal
llocation of heat exchanger inventory to the hot and cold ends
trengthens the macroscopic equipartition principle proposed by
ejan �7� for the maximum work output of heat engine cycles.

omenclature
Cmax 
 larger heat capacity rate of the fluid, kW/K
Cmin 
 smaller heat capacity rate of the fluid, kW/K
CR 
 Cmin /Cmax, dimensionless

g 
 gravitational acceleration, m2 /s
GrD 
 loop Grashof number, �0

2g��T0−Tci�D3 /�cf
2 ,

dimensionless
K1 
 ratio of vertical to horizontal loop length,

L2 /L1, dimensionless
n 
 number of fittings, dimensionless
N 
 constant, ��2−b /26−2ba�

Re 
 Reynolds number ��cfucfD /�cf�, dimensionless
�UA� 
 product of overall heat transfer coefficient and
heat transfer area, kW/K

84506-4 / Vol. 130, AUGUST 2008
Superscript
� 
 nondimensionalized with ��cD�cf

Subscripts
c 
 cold fluid side
h 
 hot fluid side
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Erratum: “Magnetohydrodynamic Flow Past a Vertical Plate With
Radiative Heat Transfer”

†Journal of Heat Transfer, 2007, 129„12…, pp. 1708–1713‡
S. Shateyi, P. Sibanda, and S. S. Motsa
In this paper there were a number of errors that we have cor-
ected below.

Problem Formulation
There was a typing error in the last terms of the momentum

quations �1b� and �1c� that ended up as an oversight. The correct
orm of the governing equations is

�u

�x
+

�v
�y

= 0 �1a�

u
�u

�x
+ v

�u

�y
= �

�2u

�y2 + g��T − T�� −
�B0

2

��1 + m2�
�u + mw� �1b�

u
�w

�x
+ v

�w

�y
= �

�2w

�y2 −
�B0

2

��1 + m2�
�w − mu� �1c�

u
�T

�x
+ v

�T

�y
= �

�2T

�y2 −
1

�cp

�qr

�y
�1d�

onsequently, the correct form of Eqs. �5a�–�5d� is

�F

��
+

�G

��
= 0 �5a�
creasing magnetic field strength when m

radiation for M=1 and Pr=0.71

ournal of Heat Transfer Copyright © 20
F
�F

��
+ G

�F

��
= 	 +

�2F

��2 −
M2

1 + m2 �F + mH� �5b�

F
�H

��
+ G

�H

��
=

�2H

��2 −
M2

1 + m2 �H − mF� �5c�

F
�	

��
+ G

�	

��
=

1

Pr
�1 + N�

�2	

��2 �5d�

The numerical calculations were made with the correct form of
the equations and the conclusions drawn from the results therefore
remain sound.

3 Results and Discussion
The incorrect temperature profiles in Figs. 2�a�, 4, and 5 that

were a result of small calculation domain used have been recom-
puted and the correct profiles are given below. All the figures were
computed for �=5.

In the original paper there was a mix-up in the figures and
captions for Figs. 6–8. The correct figures and captions are as
follows:
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Fig. 2 The variation of temperature with „a… increasing radiation and „b… in-

=1 and Pr=0.71
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Fig. 4 The temperature distribution „a… without radiation effects and „b… with
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Fig. 5 The temperature distribution for „a…m<1 and „b… m
1 for M=1, Pr

=0.71 and N=1
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Fig. 6 The variation of temperature with Hall parameter „a… M=1, „b… M=2
when Pr=0.71 and N=1
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Fig. 7 The variation of „a… tangential velocity and „b… lateral velocity distribu-
tion with increasing radiation. The tangential velocity decreases with radiation

while the tangential velocity initially increases before reducing sharply to zero.
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Fig. 8 The variation of the temperature distribution with increasing Prandtl

numbers „a… without radiation and „b… with radiation
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